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SUMMARY This paper aims to improve the domain robustness of language modeling for automatic speech recognition (ASR). To this end, we focus on applying the latent words language model (LWLM) to ASR. LWLMs are generative models whose structure is based on Bayesian soft class-based modeling with vast latent variable space. Their flexible attributes help us to efficiently realize the effects of smoothing and dimensionality reduction and so address the data sparseness problem; LWLMs constructed from limited domain data are expected to robustly cover unknown multiple domains in ASR. However, the attribute flexibility seriously increases computation complexity. If we rigorously compute the generative probability for an observed word sequence, we must consider the huge quantities of all possible latent word assignments. Since this is computationally impractical, some approximation is inevitable for ASR implementation. To solve the problem and apply this approach to ASR, this paper presents an n-gram approximation of LWLM. The n-gram approximation is a method that approximates LWLM as a simple back-off n-gram structure, and offers LWLM-based robust one-pass ASR decoding. Our experiments verify the effectiveness of our approach by evaluating perplexity and ASR performance in not only in-domain data sets but also out-of-domain data sets.

key words: language models, domain robustness, latent words language models, n-gram approximation, automatic speech recognition

1. Introduction

Language models (LMs) are necessary for modern automatic speech recognition (ASR) systems. One of main goals of language modeling research is domain robustness [1]. For example, academic lectures, call center recordings and meeting domains have different linguistic properties. In fact, LM performance strongly depends on the quantity and quality of the training data. In practical ASR systems, LMs are often required to robustly predict the probability of unobserved linguistic phenomena even though the target training data is limited. Also, LMs constructed from out-of-domain data are required to robustly work for unknown domains since ideal training data is seldom available. This paper, therefore, aims to improve the domain robustness of language modeling for ASR.

For domain robust language modeling, it is necessary to tackle the data sparseness problem for which there are two representative approaches; smoothing and dimensionality reduction. Smoothing is a fundamental technique to mitigate the data sparseness problem in n-gram modeling [2]. Various smoothing methods have been proposed and Kneser-Ney smoothing is known to be one of the most accurate methods [3]. The hierarchical Pitman-Yor LMs (HPYLMs), whose smoothing is based on the Pitman-Yor process, can slightly outperform the Kneser-Ney method in ASR [4], [5]. The other solution to the data sparseness problem is based on dimensionality reduction. Instances include class-based n-gram modeling [6]. Similar ideas have been employed in decision tree LMs [7] and random forest LMs [8], in which context information is clustered into some groups. Also, neural network LMs and recurrent neural network LMs (RNNLMS) can reduce dimensionality on the basis of learning the distributed representation of words [9]–[11].

To further advance towards domain robust ASR, this paper focuses on the latent words LMs (LWLMs) recently proposed in the machine learning area [12]. LWLMs are generative models that have latent variables called latent words. LMLMs can employ a smoothing effect based on Bayesian modeling as well as HPYLMs. In addition, LWLMs share a soft clustering structure with Bayesian hidden Markov models (HMMs) [13], [14] and the Bayesian class-based LMs [15], [16]. However, in contrast to those models, LWLMs have vast latent variable space as large as the vocabulary of the training data. Thus, LWLMs are trained by taking into account the latent words and it is this advance that allows LWLMs to tackle the data sparseness problem. These flexible attributes help us to efficiently realize smoothing and dimensionality reduction simultaneously, so LWLMs are expected to robustly cover multiple domains in ASR.

However, an LWLM is difficult to directly use for ASR because of its soft clustering structure and vast latent variable space. In the case of a hard clustering structure such as standard class-based n-gram models [6], class assignment can be identified uniquely. The use of the soft clustering structure, however, forces us to consider all possible class assignments. In fact, all words can be generated from all latent variables in the LWLM approach. Additionally, the possible class assignments are innumerable because the number of latent variables corresponds to vocabulary size. Thus, if the length of an observed word sequence is \(L\) and the number of latent words is \(|V|\), the number of possible class assignments is \(|V|^L\). It is impractical for modern ASR systems.
to rigorously compute the generative probability of a word sequence. Also, one-pass ASR decoding is impossible even though the computation is possible.

To overcome these problems, this paper presents an n-gram approximation of LWLMs. Our idea is to use a simple back-off n-gram structure to approximate an LWLM and to use the approximated model for realizing one-pass ASR decoding. As LWLMs are generative models, a lot of observed word sequences can be generated on the basis of the generative process without calculating definitive generative probabilities. The generated word sequences include multiple phrases that are not included in the original training data. Therefore the n-gram model trained from them would be able to accurately perform over multiple domains, while that is the approximation model. Furthermore, the criterion for training an LWLM greatly differs from that for a standard word n-grams model, so interpolating both the approximated n-gram model and the standard n-gram model would effectively improve ASR performance.

Our approach is related to technologies that recast LMs, whose structure is complex, as back-off n-gram vari-ants [17]–[23]. Complex LMs are difficult to use in ASR due to their computation complexity and poor compatibility with ASR decoding. Recent ASR decoders are based on the weighted finite state transducer (WFST). Although back-off n-gram models can be converted into WFST, most LMs are too complex to suit WFST decoding. The existing solution is to use them for rescoring recognition hypotheses (n-best lists or confusion networks) generated in WFST-based decoding. However, rescoring is sensitive to the performance of the generated recognition hypotheses. Therefore, to implement WFST-based decoding, techniques are needed that can convert complex LMs into back-off n-gram structures. The previous studies report that ASR performance can be improved by applying the converted models to WFST-based decoding although the converted models are inferior to the original models. This paper also uses the n-gram approximation approach since LWLMs cannot even calculate definitive generative probabilities.

In fact, this paper is an extended study of our previous work [24], which showed preliminary results of our approach. In this paper, we extend our evaluation in which the n-gram model trained from them would be able to accurately perform over multiple domains, while that is the approximation model. Furthermore, the criterion for training an LWLM greatly differs from that for a standard word n-grams model, so interpolating both the approximated n-gram model and the standard n-gram model would effectively improve ASR performance.

Our approach is related to technologies that recast LMs, whose structure is complex, as back-off n-gram vari-ants [17]–[23]. Complex LMs are difficult to use in ASR due to their computation complexity and poor compatibility with ASR decoding. Recent ASR decoders are based on the weighted finite state transducer (WFST). Although back-off n-gram models can be converted into WFST, most LMs are too complex to suit WFST decoding. The existing solution is to use them for rescoring recognition hypotheses (n-best lists or confusion networks) generated in WFST-based decoding. However, rescoring is sensitive to the performance of the generated recognition hypotheses. Therefore, to implement WFST-based decoding, techniques are needed that can convert complex LMs into back-off n-gram structures. The previous studies report that ASR performance can be improved by applying the converted models to WFST-based decoding although the converted models are inferior to the original models. This paper also uses the n-gram approximation approach since LWLMs cannot even calculate definitive generative probabilities.

In fact, this paper is an extended study of our previous work [24], which showed preliminary results of our approach. In this paper, we extend our evaluation in which the n-gram approximation approaches based on RNNLMs and HPYLMs are also examined [21]–[23]. In addition, we also reveal detailed properties for investigating the number of n-gram entries and the n-gram hit rates of each approximated model. Additionally, we can use the entropy pruning technique to reduce model size of the approximated model although the model size becomes excessive as many words are sampled to realize an adequate approximation. Therefore, this paper also investigates the relationship between model size and the performance of the pruned model variants.

This paper is organized as follows. First, Sect. 2 briefly describes LWLMs. Section 3 explains our approach. Sections 4 and 5 describe a perplexity evaluation and an ASR evaluation, respectively. Section 6 concludes this paper.

2. Latent Words Language Models

2.1 Definition

LWLMs are generative models that set a latent variable for every observed word. A graphic rendering of LWLM is shown in Fig. 1. The gray circles denote observed words and the white circles denote latent variables. In the generative process of LWLM, a latent variable, called latent word \( h_t \), is generated depending on the transition probability distribution given context \( l_t = h_{t-1}, \ldots, h_{t-n} \) where \( n \) is an n-gram order. Next, observed word \( w_t \) is generated depending on the emission probability distribution given latent word \( h_t \), i.e.,

\[
h_t \sim P(h_t | l_t, \Theta_{1w}), \tag{1}
\]

\[
w_t \sim P(w_t | h_t, \Theta_{1w}). \tag{2}
\]

where \( \Theta_{1w} \) is a model parameter of LWLM. \( P(h_t | l_t, \Theta_{1w}) \) is expressed as an n-gram model for latent words, and \( P(w_t | h_t, \Theta_{1w}) \) models the dependency between the observed word and the latent word.

An important property of LWLMs is that the latent word is expressed as a specific word that can be selected from an entire vocabulary \( \mathcal{V} \). Thus, the number of latent words is the same as the vocabulary size \( |\mathcal{V}| \). This is the reason the latent variable is called as a latent word.

2.2 Bayesian LWLMs

In the Bayesian approach, LWLM produces the following generative probability for observed words \( w = w_1, \ldots, w_N \):

\[
P(w) = \int \sum_h P(w|h, \Theta_{1w}) P(h|\Theta_{1w}) P(\Theta_{1w}) d\Theta_{1w},
\]

\[
= \int \prod_{i=1}^{N} \sum_{h_i \in \mathcal{V}} P(w_i|h_i, \Theta_{1w}) P(h_i|h_{i-1}, \Theta_{1w}) P(\Theta_{1w}) d\Theta_{1w}, \tag{3}
\]

where \( h = h_1, \ldots, h_N \) is a latent word assignment. The Bayesian approach takes account of all possible model parameters. As the integral with respect to \( \Theta_{1w} \) is analytically intractable, a sampling technique is used as a feasible approximation. Eq. (3) is approximated as:
$$P(w) \approx \frac{1}{M} \sum_{m=1}^{M} P(w|\Theta_{1w}^{m})$$
$$= \frac{1}{M} \sum_{m=1}^{M} \prod_{t=1}^{N} \sum_{h \in \mathcal{W}} P(w_t|h_t, \Theta_{2w}^{m})P(h_t|I_t, \Theta_{1w}^{m}), \quad (4)$$

where $\Theta_{2w}^{m}$ means $m$-th point estimated model parameter. The generative probability can be approximated using $M$ instances of $\Theta_{2w}^{m}$. Although we can only use one instance for the approximation, we conduct ensemble modeling ($M > 1$). In fact, the ensemble of several models is effective for LMs such as random class-based LMs [25] and random forest LMs [8].

LWLM has a similar structure to the standard class-based n-gram model. The latent word corresponds, approximately, to the class of the standard class-based n-gram model [6]. LWLM has a soft word clustering structure that differs from a simple hard word clustering structure in the standard class-based n-gram model. In the hard word clustering structure, one word belongs to only one class. In the soft word clustering structure, on the other hand, one word belongs to multiple classes. Strictly speaking, each word belongs to all classes in LWLM. In addition, LWLM has vast class space about as large as the vocabulary while the number of class in the standard class-based n-gram model is often defined as several hundreds or thousands.

### 2.3 Training

LWLM is trained using word sequence $w = w_1, \cdots, w_N$. In LWLM training, we have to infer the latent word assignment $h = h_1, \cdots, h_N$ behind $w$. In fact, we infer latent word assignments $h_1, \cdots, h_M$. Once a latent word assignment $h_m$ is defined, $P(w|h_t, \Theta_{2w}^{m})$ and $P(h_t|I_t, \Theta_{1w}^{m})$ can be calculated.

To estimate the latent word assignments, Gibbs sampling is suitable. Gibbs sampling samples a new value for the latent word in accordance with its distribution and places it at position $k$ in $h$. The conditional probability distribution of possible values for latent word $h_t$ is given by:

$$P(h_t|w, h_{\sim t}) \propto P(w|h_t, \Theta_{1w}) \prod_{t=1}^{n-1} P(h_t|I_t, \Theta_{1w}), \quad (5)$$

where $h_{\sim t}$ represents all latent words except for $h_t$. In the sampling procedure, $P(h_t|I_t, \Theta_{1w})$ and $P(w|h_t, \Theta_{2w})$ can be calculated from $w$ and $h_{\sim t}$.

The transition probability distribution and the emission probability distribution are calculated on the basis of their prior distributions. For the transition probability distribution, this paper uses a hierarchical Pitman-Yor prior:

$$P(h_t|I_t, \Theta_{1w}) = P(h_t|I_t, h), \quad (6)$$

$$P(h_t|I_t, h) = \frac{c(h_t, I_t) - d_{th} s(h_t, I_t)}{\theta_{ht} + c(I_t)} + \frac{\theta_{ht} + d_{th} s(I_t)}{\theta_{ht} + c(I_t)} P(h_t|\pi(I_t), h), \quad (7)$$

where $\pi(I_t)$ is the shortened context obtained by removing the earliest word from $I_t$. $c(h_t, I_t)$ and $c(I_t)$ are counts calculated from a latent word assignment $h$. $s(h_t, I_t)$ and $s(I_t)$ are calculated from a seating arrangement defined by the Chinese restaurant franchise representation of the Pitman-Yor process [26]. $d_{th}$ and $\theta_{ht}$ are discount and strength parameters of the Pitman-Yor process, respectively. Moreover, we use a Dirichlet prior for the emission probability distribution [27]. $P(w|h_t, \Theta_{1w})$ is given as:

$$P(w|h_t, \Theta_{1w}) = P(w|h_t, w, h), \quad (8)$$

$$P(w|h_t, w, h) = \frac{c(w_t, h_t) + \alpha P(w_t)}{c(h_t) + \alpha}, \quad (9)$$

where $P(w_t)$ is the maximum likelihood estimation value of unigram probability in the training data $w$. $c(w_t, h_t)$ and $c(h_t)$ are counts calculated from $w$ and latent word assignment $h$. A hyper parameter $\alpha$ can be optimized via a validation set.

### 3. N-gram Approximation of LWLMs

#### 3.1 Sampling Based Approximation

Our idea is to convert trained LWLMs into the back-off n-gram structure. The n-gram approximation of a trained LWLM is based on random sampling of observed words. As LWLM is a generative model, it can generate latent words and observed words. Therefore, we can easily sample a lot of observed words and construct a back-off n-gram model from them. The random sampling is based on Algorithm 1.

In line 1, $I_1$ is initialized as sentence head symbol $<$s$. Through iterations of lines 2-6, we can obtain a large number of word sequences. With $N$ iterations, we can generate $N$ latent words, and $N$ observed words. The $N$ observed words are used only for back-off n-gram model estimation. We define the probability distribution of the approximated model as $P(w|\mathbf{h}, \Theta_{1mng})$ where $\mathbf{h}$ means context information $w_{t-1}, \cdots, w_{t-1-n}$, $n$ is n-gram order, and $\Theta_{1mng}$ represents the model parameter. In fact, any back-off n-gram structure, including HPYLMs, can be used for the approximation.

#### 3.2 Linear Interpolation

It can be considered that the approximated model has properties that differ from the equivalent n-gram model directly
constructed from training data because the sampled data derived from the trained LWLM includes various linguistic phenomena that are not present in the original training data. Therefore, we can expect that interpolating both LMs will effectively improve ASR performance. The probability distribution of interpolated n-gram model \( P(w_i|u_i, \Theta_{\text{mix}}) \) is defined as:

\[
P(w_i|u_i, \Theta_{\text{mix}}) = AP(w_i|u_i, \Theta_{\text{ng}}) + (1 - \lambda)P(w_i|u_i, \Theta_{\text{lmg}}), \quad (10)
\]

where \( P(w_i|u_i, \Theta_{\text{ng}}) \) means the probability distribution of the n-gram model constructed from the original training data. Interpolation weight \( \lambda \) can be optimized by using a validation data set. In fact, the interpolated model can be approximately represented as a single back-off n-gram structure [28]. The calculation can be conducted by adding both smoothed n-gram probabilities with mixture weights and recomputing back-off probabilities.

### 3.3 Entropy Pruning for Reducing Model Size

Our approach has a weakness in that the approximated model size becomes excessive as many words are sampled to realize an adequate approximation. To reduce model size, the entropy pruning technique can be used [29]. The entropy pruning can efficiently reduce the n-gram entries in the back-off n-gram structure. The decision as to whether the n-gram entry \( (u_i, w_i) \) should be retained or pruned is based on the relative entropy between non-pruned model \( P(w_i|u_i, \Theta) \) and pruned model \( (w_i|u_i, \Theta) \). Relative entropy \( D(\Theta||\Theta') \) is calculated by:

\[
D(\Theta||\Theta') = P(u_i) \sum_{w_i} P(w_i|u_i, \Theta) \log \frac{P(w_i|u_i, \Theta)}{P(w_i|u_i, \Theta')}, \quad (11)
\]

where \( P(u_i) \) is computed using the chain rule and lower order n-gram model. A threshold for the relative entropy should be defined in accordance with the actual use case.

### 4. Experiment 1: Perplexity Evaluation

#### 4.1 Setups

First, we conducted experiments using the Penn Treebank corpus, one of the most widely used sources for evaluating LMs [30]. Sections 0-20 were used as a training set (Train), sections 21 and 22 were used as a validation set (Valid), and Sect. s 23 and 24 were used as a test set (Test A). This selection matches those of many previous works. In addition, we prepared human-human discussion text data (Test B) for evaluations in a domain different from the training set. Each vocabulary was limited to 10K words and there were no out-of-vocabulary words. Table 1 shows details.

In this evaluation, we constructed the following LMs.

- **HPY5**: Word-based 5-gram HPYLM constructed from the training set [5]. For the training, we used 200 iterations for burn-in, and collected 10 sets of samples.
- **C-HPY5**: Hard class-based 5-gram HPYLM constructed from training set. Brown clustering was used for deciding word class [6]. The class size was 1K.
- **RNN**: Word-based RNNLM [10]. The hidden layer size was set as 200 by referring to a preliminary experiment.
- **A-HPY5**: Word-based 5-gram HPYLM constructed from data generated on the basis of HPY5.
- **RNN5**: Word-based 5-gram HPYLM constructed from data generated on the basis of RNN [21].
- **LW5**: Word-based 5-gram HPYLM constructed from data generated on the basis of 5-gram LWLM constructed from training set. For training LWLM, we used 500 iterations for burn-in, and collected 10 samples.

In addition, we employed several mixed models constructed by linearly interpolating the above LMs. For example, HPY5+LW5 is a mixed model constructed from HPY5 and LW5. The mixture weights were optimized using a validation set on the basis of the EM algorithm. Other hyperparameters were also optimized using the validation set.

#### 4.2 Results

For the n-gram approximation approaches (A–HPY5, RNN5, LW5), the generated data size is related to the performance of the approximated models. Therefore, we investigated the relationship between the data size generated by random sampling and perplexity (PPL) reduction in the validation set and each test set. We constructed each approximated model, and mixed models (RNN5+HPY5, LW5+HPY5) by varying the generated data size and computed the corresponding PPL. We plot the results along with the results of HPY5 and RNN in Fig. 2, where the horizontal axis is in log-scale.

Figure 2 shows that the PPL of each model was reduced as the generated data increased. In A–HPY5, PPL converged with just a small amount of generated data because HPYLM has a simple model structure. A–HPY5 matched the performance of HPY5 in each data set when a lot of data was generated. On the other hand, in RNN5 and LW5, more generated data was necessary for PPL convergence than in A–HPY5. LW5 outperformed A–HPY5 and RNN5 when a lot of data was generated. RNN5 could not match the performance of the original RNN. This is because the back-off n-gram structure cannot take into account long-range context although RNNLM can consider the long-range context dis-

---

### Table 1 Data sets in Experiment 1.

<table>
<thead>
<tr>
<th>Domain</th>
<th># of words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>Penn Treebank</td>
</tr>
<tr>
<td>Valid</td>
<td>Penn Treebank</td>
</tr>
<tr>
<td>Test A</td>
<td>Penn Treebank</td>
</tr>
<tr>
<td>Test B</td>
<td>Human-Human Discussion</td>
</tr>
</tbody>
</table>
In addition, both mixed models also experienced improvements in PPL performance as the generated data size increased. Although the isolated use of RNN5 was not effective, its combination with HPY5 yielded improved PPL performance. Also, LW5 performance was improved through combination with HPY5. This combination was effective because the data generated on the basis of RNN or LW have different attributes from the original training data. The combination of HPY5 and A-HPY5 did not improve performance because they were almost the same (the results are not shown in Fig. 2).

Next, we investigated PPL performance for all LMs; the generated data size was set to 1 giga (1.E+09) words for A-HPY5, RNN5 and LW5. The results are shown in Table 2.

Lines 1-6 show the results for the back-off n-gram structure. In each data set, LW5 achieved the best results. Note that C-HPY5 could not achieve better results than LW5. Thus, the simple hard clustering structure does not improve PPL performance for either in-domain data or out-of-domain data, and LWLM structure (soft clustering with vast class size) seems to be effective for domain robustness.

Lines 7 and 8 show the results for the mixed n-gram models that can also be expressed as simple back-off n-gram structures. The combination of HPY5 and RNN5 or LW5 could improve PPL performance more than their isolated use. In each data set, HPY5+LW5 was superior to HPY5+RNN5. It can be considered that the performance was improved because LW5 had different attributes from HPY5.

Lines 9-12 show the results for RNN and its combination with the back-off n-gram structure. RNN outperformed other isolated models (lines 1-6) for the validation set and test set A. On the other hand, LW5 was superior to RNN for test set B although LW5 has a back-off n-gram structure. The combinations of RNN with the models with back-off n-gram structure were effective. In each data set, the best results were obtained by HPY5+LW5+RNN. This shows that performance can be improved by n-gram approximation of LWLM even if RNNLM is also used.

Additionally, we investigated the properties of each approximated model to reveal that LW5 was more effective than A-HPY5 and RNN5. Table 3 shows the number of 3- and 5-gram entries in each model and n-gram hit rate for the validation set and each test set. The hit rate represents the percentage of n-gram entries in the reference data that are explicitly listed in the LMs. We calculated 3-gram hit rate ($N \geq 3$), which includes the high order (4-gram and 5-gram) hit rate and 5-gram hit rate ($N = 5$); the generated data sizes of each model were set to 10M, 100M and 1000M.

Table 3 shows that LW5 had a lot more n-gram entries than A-HPY5 and RNN5 for the same generated data size. This means that random sampling based on LWLM can generate a distributed representation of words.

In addition, both mixed models also experienced improvements in PPL performance as the generated data size increased. Although the isolated use of RNN5 was not effective, its combination with HPY5 yielded improved PPL performance. Also, LW5 performance was improved through combination with HPY5. This combination was effective because the data generated on the basis of RNN or LW have different attributes from the original training data. The combination of HPY5 and A-HPY5 did not improve performance because they were almost the same (the results are not shown in Fig. 2).

Next, we investigated PPL performance for all LMs; the generated data size was set to 1 giga (1.E+09) words for A-HPY5, RNN5 and LW5. The results are shown in Table 2.

Lines 1-6 show the results for the back-off n-gram structure. In each data set, LW5 achieved the best results. Note that C-HPY5 could not achieve better results than LW5. Thus, the simple hard clustering structure does not improve PPL performance for either in-domain data or out-of-domain data, and LWLM structure (soft clustering with vast class size) seems to be effective for domain robustness.

Lines 7 and 8 show the results for the mixed n-gram models that can also be expressed as simple back-off n-gram structures. The combination of HPY5 and RNN5 or LW5 could improve PPL performance more than their isolated use. In each data set, HPY5+LW5 was superior to HPY5+RNN5. It can be considered that the performance was improved because LW5 had different attributes from HPY5.

Lines 9-12 show the results for RNN and its combination with the back-off n-gram structure. RNN outperformed other isolated models (lines 1-6) for the validation set and test set A. On the other hand, LW5 was superior to RNN for test set B although LW5 has a back-off n-gram structure. The combinations of RNN with the models with back-off n-gram structure were effective. In each data set, the best results were obtained by HPY5+LW5+RNN. This shows that performance can be improved by n-gram approximation of LWLM even if RNNLM is also used.

Additionally, we investigated the properties of each approximated model to reveal that LW5 was more effective than A-HPY5 and RNN5. Table 3 shows the number of 3- and 5-gram entries in each model and n-gram hit rate for the validation set and each test set. The hit rate represents the percentage of n-gram entries in the reference data that are explicitly listed in the LMs. We calculated 3-gram hit rate ($N \geq 3$), which includes the high order (4-gram and 5-gram) hit rate and 5-gram hit rate ($N = 5$); the generated data sizes of each model were set to 10M, 100M and 1000M.

Table 3 shows that LW5 had a lot more n-gram entries than A-HPY5 and RNN5 for the same generated data size. This means that random sampling based on LWLM can generate a distributed representation of words.
erate a greater variety of linguistic phenomena than HPYLM or RNNLM. In addition, the 3-gram hit rate and 5-gram hit rate of LW5 were superior to those of A-HPY5 and RNN5 for each data set. This means that random sampling based on LWLM can generate words that are actually in the data set. These results show that an approximated model based on effective random sampling can perform robustly in multiple domains.

5. Experiment 2: ASR Evaluation

5.1 Setups

The second experiments used the Corpus of Spontaneous Japanese (CSJ) for ASR evaluation [31]. We divided CSJ into a training set (Train), a small validation set (Valid), and a test set (Test A). Vocabulary size of the training set was 83,536. The validation set was used in optimizing the hyper parameters of the LMs. In addition, a contact center dialog task (Test B) and a voice mail task (Test C) were prepared for evaluation in out-of-domain environments. In the contact center dialogue task, two speakers, an operator and a customer, talked to each other as in call center dialogs. Twenty four phone calls (24 operator channels and 24 customer channels) were used in the evaluation. In the voice mail task, a person left small voice messages using a smart phone, and 237 messages were used in the evaluation. Table 4 shows details.

For speech recognition evaluation, we prepared an acoustic model on the basis of hidden Markov models (DNN-HMM) [32]. The DNN-HMM had eight hidden layers with 2048 nodes and was trained using the CSJ training set. The speech recognition decoder was VoiceRex, a WFST-based decoder [33], [34]. JTAG was used as the morpheme analyzer to split sentences into words [35].

In this evaluation, we constructed the following LMs.

- **MKN3**: Word-based 3-gram LM with interpolated Kneser-Ney smoothing constructed from training set [3].
- **HPY3**: Word-based 3-gram HPYLM constructed from the training set [5]. For the training, we used 200 iterations for burn-in, and collected 10 samples.
- **C-HPY3**: Hard class-based 3-gram HPYLM constructed from training set. Brown clustering was used for deciding word class. The class size was 5K [6].
- **RNN**: Class-based RNNLM with 500 hidden nodes and 500 classes [11].
- **A-HPY3**: Word-based 3-gram HPYLM constructed from 1000M data generated on the basis of HPY3.
- **RNN3**: Word-based 3-gram HPYLM constructed from 1000M data generated on the basis of RNN.
- **LW3**: Word-based 3-gram HPYLM constructed from data generated on the basis of 3-gram LWLM constructed from training set. For the training of LWLM, we used 500 iterations for burn-in and collected 10 samples.

In addition, we examined several mixed models constructed from the above LMs by linear interpolation. The mixture weights were optimized using the validation set and the EM algorithm. Other hyper parameters were also optimized using the validation set. These LMs, except for RNN, can be represented using ARPA format, a standard back-off n-gram format, and they can be directly introduced to WFST decoders. RNN can be used as a rescoring model that is introduced after decoding. For rescoring, we generated 1000-best lists in the decoding pass. For example, HPY3+LW3 was used for decoding to generate the recognition hypotheses when we examined HPY3+LW3+RNN.

5.2 Results

Table 5 shows the PPL and word error rate (WER) results for each condition. PPL was only evaluated in RNN since RNNLMs cannot be applied to ASR directly.

Lines 1-6 show the results for the back-off n-gram structure. HPY3 outperformed MKN3 and C-HPY3 in terms of PPL and WER. Although C-HPY3 yielded dimensionality
Table 5  Perplexity and word error rate [%] results in Experiment 2.

<table>
<thead>
<tr>
<th></th>
<th>Valid (In-Domain)</th>
<th>Test A (In-Domain)</th>
<th>Test B (Out-Of-Domain)</th>
<th>Test C (Out-Of-Domain)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PPL</td>
<td>WER</td>
<td>PPL</td>
<td>WER</td>
</tr>
<tr>
<td>1. MKN3</td>
<td>81.38</td>
<td>19.98</td>
<td>69.36</td>
<td>24.79</td>
</tr>
<tr>
<td>2. HPY3</td>
<td>79.32</td>
<td>19.74</td>
<td>67.50</td>
<td>24.67</td>
</tr>
<tr>
<td>3. C-HPY3</td>
<td>82.97</td>
<td>19.91</td>
<td>69.36</td>
<td>24.59</td>
</tr>
<tr>
<td>4. A-HPY3</td>
<td>82.69</td>
<td>20.20</td>
<td>70.43</td>
<td>25.23</td>
</tr>
<tr>
<td>5. RNN3</td>
<td>98.65</td>
<td>21.63</td>
<td>82.23</td>
<td>26.24</td>
</tr>
<tr>
<td>6. LW3</td>
<td>79.57</td>
<td>19.61</td>
<td>66.93</td>
<td>24.54</td>
</tr>
<tr>
<td>7. HPY3+RNN</td>
<td>77.96</td>
<td>19.33</td>
<td>66.09</td>
<td>24.26</td>
</tr>
<tr>
<td>8. HPY3+LW3</td>
<td>72.86</td>
<td>18.65</td>
<td>62.05</td>
<td>23.58</td>
</tr>
<tr>
<td>9. RNN</td>
<td>69.49</td>
<td>19.61</td>
<td>66.93</td>
<td>24.54</td>
</tr>
<tr>
<td>10. HPY3+RNN</td>
<td>64.01</td>
<td>18.53</td>
<td>55.84</td>
<td>23.45</td>
</tr>
<tr>
<td>11. HPY3+RNN3+RNN</td>
<td>63.76</td>
<td>18.41</td>
<td>55.77</td>
<td>23.12</td>
</tr>
<tr>
<td>12. HPY3+LW3+RNN</td>
<td>61.56</td>
<td>17.85</td>
<td>53.36</td>
<td>22.68</td>
</tr>
</tbody>
</table>

Table 6  Perplexity and word error rate [%] results of pruned models in Experiment 2.

<table>
<thead>
<tr>
<th>Size</th>
<th>Valid (In-Domain)</th>
<th>Test A (In-Domain)</th>
<th>Test B (Out-Of-Domain)</th>
<th>Test C (Out-Of-Domain)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PPL</td>
<td>WER</td>
<td>PPL</td>
<td>WER</td>
</tr>
<tr>
<td>HPY3</td>
<td>79.32</td>
<td>19.74</td>
<td>67.50</td>
<td>24.67</td>
</tr>
<tr>
<td>HPY3+LW3</td>
<td>72.86</td>
<td>18.65</td>
<td>62.05</td>
<td>23.58</td>
</tr>
<tr>
<td>9.8 G</td>
<td>73.39</td>
<td>18.70</td>
<td>62.86</td>
<td>23.56</td>
</tr>
<tr>
<td>3.9 G</td>
<td>73.74</td>
<td>18.53</td>
<td>63.21</td>
<td>23.60</td>
</tr>
<tr>
<td>2.2 G</td>
<td>74.09</td>
<td>18.58</td>
<td>63.51</td>
<td>23.67</td>
</tr>
<tr>
<td>563 M</td>
<td>75.41</td>
<td>18.75</td>
<td>64.69</td>
<td>23.87</td>
</tr>
<tr>
<td>353 M</td>
<td>76.39</td>
<td>18.81</td>
<td>65.46</td>
<td>23.78</td>
</tr>
</tbody>
</table>

reduction and smoothing, C-HPY3 performed comparably or inferiorly to HPY3. Among approximated models, LW3 performed the best in terms of PPL and WER. For the validation set and test set A, LW3 was comparable to HPY3. On the other hand, for test sets B and C, LW3 performed remarkably better than HPY3. This result shows that LWLM robustly handles speech domains different from that of the training data. It seems that the learning criteria, which identify related words, are effective in expanding the application range of LMs. These results correspond to those in Experiment 1.

Lines 7 and 8 show the results of mixed n-gram models that can be also used for WFST-based one-pass decoding. HPY3+LW3 was superior to HPY3+RNN3 in all data sets. We obtained better WER reduction from HPY3+LW3 than HPY3 or LW3. Although the mixture weight of HPY3+LW3 was optimized for the validation data, the mixed model performed robustly in out-of-domain data sets.

Lines 9-12 show the results of RNN and the combination with back-off n-gram structure. RNN was superior to HPY3 and LW3 in the validation set and test set A. On the other hand, in test sets B and C, RNN was inferior to LW3. LW3 seems to be robust at supporting multiple domains. Lines 10-12 compare rescored results using RNN after WFST-based decoding with back-off n-gram structure in terms of ASR performance. For example, in line 12, decoding was based on HPY3+LW3 and 1000-best rescored was based on HPY3+LW3+RNN. Combining RNN with the back-off n-gram structure improved PPL and WER. The highest result was obtained by HPY3+LW3+RNN in all data sets. These results suggest that WFST-based decoding performance must be improved for utilizing an intelligent rescoring model such as RNNLM.

Next, we applied entropy pruning to HPY3+LW3, the combination with the highest performance among the back-off n-gram structures [29]. We investigated the relationship between model size and the performance of the pruned model variants. Model size is taken to be ARPA file size with ASCII format.

The results in Table 6 show that entropy pruning could reduce model size efficiently. Even if we reduced the model size of HPY3+LW3 such that it was comparable to that of HPY3, HPY3+LW3 was superior to HPY3 in terms of PPL and WER. Especially, in out-of-domain data, the pruned models outperformed HPY3. These results show that entropy pruning is suitable for introducing our approach to practical ASR systems.

6. Conclusions

In this paper, we proposed an n-gram approximation of LWLM for improving ASR performance in multiple domains. Our approach allows LWLM to support one-pass ASR decoding by converting it into the back-off n-gram structure. We revealed that random sampling based on LWLM can generate various linguistic phenomena and that the back-off n-gram model constructed from the generated data performs robustly in not only in-domain data but also out-of-domain data. We also showed that the interpolation of approximated model and standard n-gram model effectively improves ASR performance. Moreover, we revealed...
that entropy pruning is useful in reducing constructed model size even though a lot of data is needed to adequately approximate LWLM.
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