SUMMARY  In emergency communication systems research, aerial wireless relay networks (AWRNs) using multicopter unmanned aerial vehicles (UAVs) have been proposed. The main issue of the AWRNs is how to minimize the delay time of packet transmissions since it is not easy to supply many multicopters to cover a wide area. In this paper, we review the flight schemes and their delay time for the AWRNs. Furthermore, the network has specific issues such as multicopters’ drops due to their battery capacity depletion and inclination of moving multicopters. The inclination of multicopters affects the received power, and the communication range changes based on the inclination as well. Therefore, we clarify the effect of these issues on the delay time.
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1. Introduction

The effect of the 2004 Mid Niigata Prefecture Earthquake serves the primary research question of this paper. The magnitude of the earthquake is M6.8, and the intensity on the Japanese seven-stage seismic scale is 7. In Yamakoshi village, a lot of landslides destroyed lifelines, the village stood alone. The infrastructures of communication networks were damaged; the villagers could not cry for help from the outside of the village. It was challenging for the people inside and outside the village to collect information from the disaster-stricken areas. Consequently, therefore, we identify the need for emergency communication systems during large-scale disasters.

K. Mase et al. started the project, SKYMESH, to construct an ad hoc network in the sky for large-scale disaster recovery [1]–[3]. In SKYMESH, balloons float at 50–100 m above the ground, with wireless nodes suspended from the balloons. The wireless nodes communicate with each other via wireless transmissions and construct an ad hoc network in the sky. Due to the significant locations of the balloons, SKYMESH has advantages of good line-of-sight (LoS), long transmission distance, and low interference from wireless systems on the ground.

Nowadays, the technologies of unmanned aerial vehicles (UAVs) are rapidly developed and widely used in various fields. For example, in [4], a fixed-wing mini UAV is used for a wireless relay system to extend communication capability to the disaster-stricken area. Further, in our previous work, We proposed an aerial wireless relay network (AWRN) using multicopter UAVs to construct an ad hoc in the sky [5]–[7]. Unlike balloons, multicopters fly within a disaster-stricken area. Also, the reason to use multicopters is their mobility, which allows us to employ the technology of disruption-tolerant networking (DTN) [8]. Although the multicopters cannot be supplied enough to make the connections among them, moving the multicopters sustains the network.

The main issue of the AWRN is how to reduce the delay time of packet transmissions since it is not easy to supply many multicopters to cover a wide area. Unlike wireless communications, the delay time by multicopters’ movement is significant. Thus, to minimize the delay time depends on how the multicopters move, which we call a flight scheme.

Thus, in this paper, we study the AWRN using multicopters and flight schemes to minimize the delay time. Although our research group has been investigating the flight schemes and their delay time [6], [7], [9], we review these studies and discuss the feasibility of the AWRN for emergency communication systems during large-scale disasters.

Then, the remainder of this paper is organized as follows: We compare the features of a balloon and multicopter in Sect. 2 and discuss the AWRN in Sect. 3. The network has particular issues we considered, which are discussed in Sects. 4 and 5. Finally, Sect. 6 presents the conclusions of this paper.

2. Balloon versus Multicopter

Table 1 compares the features of a balloon and multicopter. The balloon is tethered to a fixed point on the ground; therefore, it cannot move. The power can be supplied by either a battery in the wireless node or wire from the ground. The weight of the balloon is about 13 kg, and its size is about 8 m × 4 m [1]. The treatment of a balloon is not easy; however, it can float for a long duration until the balloon deflate.

Whereas, the multicopter flies with a battery. Compared with the balloon, the multicopter can move with high speed, the weight is light, and the size is smaller. The flight duration is short due to the battery limitation, but it is possible to supply power to the multicopter from the ground using wire. In this case, the flight duration becomes long, but mobility is lost.
Table 1 Comparison between a balloon and multicopter.

<table>
<thead>
<tr>
<th></th>
<th>Balloon</th>
<th>Multicopter</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Power supply</strong></td>
<td>Battery/wire</td>
<td>Battery</td>
</tr>
<tr>
<td><strong>Weight</strong></td>
<td>Heavy (about 13 kg)</td>
<td>Light (about 1 kg)</td>
</tr>
<tr>
<td><strong>Size</strong></td>
<td>Large</td>
<td>Small</td>
</tr>
<tr>
<td><strong>Flight duration</strong></td>
<td>Long (more than 10 h)</td>
<td>Short (20–40 min)</td>
</tr>
<tr>
<td><strong>Mobility</strong></td>
<td>N/A</td>
<td>Max. 50 km/h</td>
</tr>
</tbody>
</table>

![Fig. 1](image-url) An aerial wireless relay network.

3. An Aerial Wireless Relay Network

Figure 1 shows an aerial wireless relay network (AWRN) using the multicopters. The multicopters construct a wireless relay network in the sky, which serves as a backbone network. Also, each multicopter operates as an access point and accommodates user nodes on the ground. Then, a packet that is generated by a source node gets transmitted to a destination node through the AWRN. If a multicopter exists in the communication range of another multicopter, they can forward packets to each other. Otherwise, the packets get conveyed by the movement of the multicopters.

3.1 Flight Schemes

In the AWRN, flight schemes play an important role in minimizing the delay time. In addition, emergency communication systems are unexpectedly used when a large-scale disasters occurs. In this case, non-experts about networking might execute the operations of the emergency communication systems. Taking account of this situation, the flight schemes have to satisfy the following conditions:

- autonomous movement of multicopters without sophisticated settings,
- consideration of multicopters’ drops due to depletion of the battery capacity, and
- ignorance of the information such as locations of the other multicopters before communications.

We use a random manner of multicopters’ movement to satisfy the above conditions. When some multicopters drop due to the battery depletion, the other multicopters should compensate for them. If the multicopters move definitively, the flight scheme is sophisticated because it has to consider multicopters’ drops, connections between multicopters, and coverage of user nodes on the ground.

In this section, we explain three flight schemes as follows.

(1) Random Waypoint

In general, the random waypoint (RWP) [10] is often used as an accidental movement. Here, each multicopter selects a point randomly in the disaster-stricken area and the position is regarded as a destination. The multicopter moves linearly to the destination, whereas the new destination got rearranged when the multicopter arrives at the current one.

Because of randomness of the RWP, there are sparse or dense areas of the distribution of multicopters within the stricken area. Furthermore, the distribution of multicopters is sparse in border areas of the disaster-stricken area due to border effects [11], [12]. In the dense area, communication ranges of the multicopters are overlapped, and the covering efficiency in the disaster-stricken area gets degraded.

(2) Rebounding

To avoid overlaps of communication ranges among multicopters, we proposed a rebounding flight scheme [6], [7]. Figure 2 shows the operation of the rebounding flight scheme. A multicopter does not have prior information about the positions of the other multicopters until information exchange between the multicopters. Like the RWP flight scheme, each multicopter moves to its destination. When a multicopter moves into the communication range of another multicopter, they exchange information about their locations. Using the current location information, they decide new destinations as follows: first, they draw the line through their positions. Next, each multicopter selects a new destination randomly between its location and the boundary of the disaster-stricken area opposite from the other multi-
copter on the line. Finally, these multicopters move linearly to the new destinations.

By selecting the new destinations in the opposite directions, the multicopters move reboundingly. The rebounding movement can mitigate the overlap of their communication ranges.

(3) Common Flight Path

The common flight path (CFP) was proposed for the efficient forwarding of packets in [6], [7]. Here, some multicopters move on a predefined path and maintain connections between the neighboring multicopters. Figure 3 shows an example of the CFP, which is constructed as a square. The multicopters on the path fly within the communication range to each other to establish the connected network. Therefore, the multicopters on the CFP forward packets via wireless transmissions, and the delay time get minimized if the CFP is used effectively for the packet transmissions.

The multicopters on the CFP can move while keeping the network connectivity. Whereas, if the multicopters stay, a wired power supply can be used. The multicopters not belonging to the CFP obey the RWP or rebounding flight schemes.

3.2 Delay Time Evaluation

In this section, we evaluate the delay time of RWP, rebounding, and CFP flight schemes.

3.2.1 Simulation Conditions

When the CFP is introduced, some multicopters fly on the CFP, whereas others move according to the RWP or rebounding flight scheme. Here, we ignore the buffer size of the multicopters and use the epidemic routing protocol as the DTN. The delay time of wireless transmissions is ignored, as this delay is much shorter than that of packets carried by the multicopters. A network simulator is not used, and the simulation is programmed by the C language.

Table 2 shows the simulation settings. The simulation area, which corresponds to the disaster-stricken area, is 4000 m × 4000 m. The positions of the source and destination nodes are (500, 500) and (3500, 3500), respectively. The shape of the CFP is rectangle, and its size is 2000 m × 2000 m. The CFP is located at the center of the simulation area. The moving speed of a multicopter is 10 m/s. Since the LoS can be kept among multicopters, the communication range becomes long, which we set to 500 m.

3.2.2 Numerical Examples

Figure 4 shows the average delay time of four different cases, i.e., RWP and rebounding flight schemes with and without CFP, where the total number of multicopters indicates the quantity of multicopters that move according to RWP or rebounding flight schemes, and at the same time stays on the CFP. From the figure, we found that the rebounding flight scheme minimizes the average delay time since the overlap of communication ranges of multicopters can be minimized. For the case of the rebounding flight scheme, the CFP is effective in reducing the average delay time when the total number of multicopters is greater than 40. Whereas, when the total number of multicopters is less than 40, the limited number of multicopters that obey the rebounding flight scheme causes an increase in the average delay time. For the RWP flight scheme, the improvement by the CFP is hard to come by.

Next, we discuss the effect of the rebounding flight
scheme. Figure 5 shows the difference in the average delay times between the RWP and the rebounding flight schemes. For the case without the CFP, the difference becomes insignificant as the total number of the multicopters becomes large. A good number of multicopters makes small the difference between them. For the case of using the CFP, the difference is insignificant when the total number of multicopters is 30. The multicopters that move according to the rebounding flight scheme is only 14. Then, the sparse of the moving multicopters degrades the effect of rebounding.

4. Consideration of Battery Depletion

Since the battery is limited, a multicopter has to drop and change its battery when the battery capacity gets depleted, which causes the degradation of the delay time. In this section, we investigate the effects of considering the multicopters’ drops due to their battery depletion.

4.1 Model of Multicopters’ Drops

To consider the multicopters’ drops, we introduce flight and drop duration. Each multicopter flies for the flight duration, which is decided based on the battery capacity. When the flight duration expires, the multicopter drops out of the AWRN and stops flying during the drop duration to exchange its battery. In this period, the multicopter cannot send and receive packets. After the drop duration, the multicopter flies again and joins the network.

In this paper, we consider three timings to begin the drop duration: random, ordering, and synchronous schedules.

(1) Random Timing

Each multicopter drops at randomly independent timing. Hence, the multicopters need not arrange their drop timings for each other. In this case, the number of on-flying multicopters changes from time to time, and the delay time might fluctuate.

(2) Ordering Timing

The drop timing of each multicopter occurs at a uniform interval; therefore, the number of flying multicopters is constant. The interval gets decided by dividing the sum of the flight and the drop duration by the total number of the multicopters. In this case, the drop timings have to be arranged among the multicopters to mitigate the fluctuation of the delay time.

(3) Synchronous Timing

All multicopters drop at the same timing. Here, all multicopters fly during the flight duration, or any multicopters do not operate during the drop duration. The delay time during the flight duration gets reduced.

4.2 Delay Time Evaluation Considering Multicopters’ Drops

Here, we evaluate the delay time based on multicopters’ drops. Table 3 shows the simulation settings. The flight and drop durations are 20 and 10 min, respectively. We use the simplified model in which the battery is exchanged on the ground at the same horizontal position when the battery capacity gets depleted. In actuality, the multicopters move to a recharging station before the battery depletion. The effect of the movement was evaluated in [7].

Figure 6 shows the average delay time of the RWP without the CFP, the rebounding without the CFP, and the rebounding with the CFP by using the random drop timing. The average delay time of the RWP with the CFP gets omitted since the improvement by the CFP cannot be obtained for the RWP. From this figure, we confirm that the consideration of multicopters’ drops causes the increase of the average delay time. To clarify the rise due to multicopters’ drops, we depict the increasing rate of the required total number of multicopters in Fig. 7, where the increasing rate is calculated by (the number of multicopters considering the drops required to achieve the target average delay time)/(that without the consideration of drops). For the case of the RWP flight scheme, the consideration of multicopters’ drops causes the reduction of multicopters only. Therefore, the increasing rate is constant for the target average delay time. For the case of the rebounding without the CFP, the increasing rate becomes insignificant for the short average delay time. It is because the rebounding flight scheme can
compensate for the drops of multicopters by rebounding. For the case of the rebounding with the CFP, the increasing rate is significant for the short average delay time, whereas it is insignificant for the long average delay time. Therefore, the CFP can mitigate the effects of multicopters’ drops when the total number of multicopters is large.

To evaluate the difference among drop timings, Fig. 8 shows the average delay time of each drop timings for the rebounding flight scheme. We are to find a significant difference in the average delay time between the random and the ordering timings. Therefore, we do not have to arrange drop timings to keep the number of on-flying multicopters constant. When the CFP is not used, the average delay time of the random schedule is shorter than that of the synchronous timing. However, the synchronous timing achieves the shortest average delay time using the CFP. Then, if some multicopters on the CFP drops, the connectivity of the CFP cannot be kept. Therefore, we should arrange the drop timings of the multicopters on the CFP to maintain the connectivity.

5. Consideration of Multicopters’ Inclination

A multicopter flies while inclining forward. This inclination affects the received power, and the communication range changes based on the inclination as well. In this section, we evaluate the delay time by formulating the received power and considering the multicopters’ inclination.

5.1 Relationship between Moving Speed and Inclination

Here, we derive the relationship between the moving speed and the inclination of a multicopter. For simplification, a multicopter is represented by a cuboid, and Fig. 9 shows a dynamic model of a flying multicopter. A multicopter is moving in the $x$-axis direction with speed $v_x$. The axes $\xi$ and $\zeta$ is defined as longitudinal and vertical directions of the multicopter, respectively. The pitch angle $\theta_\eta$ is an angle between the $x$-axis and the $\zeta$-axis. In the dynamic model, the resultant force $F_r$ by rolling propellers, the aerodynamic force $F_a$, and the gravitational force $F_g$ are considered.

From the dynamic model, the motion equations in the $x$ and $y$ axes is derived by:

$$m\ddot{x} = F_r \cos \theta_\eta - F_a^x \sin \theta_\eta - F_g^x$$
$$m\ddot{z} = F_r \sin \theta_\eta - F_a^z \sin \theta_\eta + F_a^\zeta \cos \theta_\eta - F_g^z$$

where $F_a^i$ represents the $i$-axis component of the aerodynamic force. The gravitational force is derived by $F_g^i = mg$, where $g$ is the acceleration due to gravity.
where \( m \) and \( g \) are the weight of the multicopter and the gravitational acceleration, respectively. We assume that the multicopter moves in the horizontal plane with a constant speed, whereas the acceleration in the \( x \) and \( z \) axes is 0. Then from (1) and (2), the following equation is obtained:

\[
mg \cos \theta_v = F_v^o. 
\] (3)

Let \( C_i, \eta, U_i, \) and \( A_i \) be the resistance coefficient, moving speed, wind speed, and swept area of the \( i \) axis, respectively, where \( i \in \{ \xi, \zeta \} \). The aerodynamic force is obtained by [13] as:

\[
F_i^o = \frac{1}{2} \rho C_i (v_i - U_i)^2 A_i, 
\] (4)

where \( \rho \) is air density. The wind speed is assumed to be 0. From (4) and \( v_{\xi} = v_s \sin \theta_s \), the following equations is derived:

\[
F_{\xi}^o = \frac{1}{2} \rho C_{\xi} (v_s \sin \theta_s)^2 A_{\xi}. 
\] (5)

From (3) and (5), the pitch angle \( \theta_p \) of the moving speed \( v_s \) is obtained by:

\[
\theta_p = \cos^{-1} \left\{ \sqrt{\frac{mg}{\rho C_{\xi} A_{\xi} v_s^2}} \right\} - \frac{mg}{\rho C_{\xi} A_{\xi} v_s^2}. 
\] (6)

The angle \( \theta_i \) between the multicopter’s inclination and the horizontal plane is expressed as:

\[
\theta_i = 90^\circ - \theta_p. 
\] (7)

5.2 Calculation of Received Power Considering Inclination

The multicopter’s inclination affects the received power because of the antenna directivity and the deviation of the polarization plane. When the transmitted power is \( P_t \), the received power \( P_r \) can be modeled by:

\[
P_r = P_t + G_i + G_r + G_p + G_d \text{ dBm}, 
\] (8)

where \( G_i \) and \( G_r \) are the relative antenna gains of the directivity at a transmitter and a receiver, respectively, \( G_p \) is the gain of the polarization plane deviation, and \( G_d \) is the path loss gain.

5.2.1 Relative Antenna Gain

The multicopter deploys an omnidirectional antenna because it can connect the neighboring multicopters in the whole directions. The omnidirectional antenna does not have directivity in the horizontal plane, whereas it has directivity in the vertical plane. The antenna gain degrades when the multicopter inclines, which we call the relative antenna gain.

\[
G_k = 10 \log_{10} \left( \frac{\cos \left( \frac{\pi}{2} \cos \theta_s \right)}{\sin \theta_s} \right)^2 \text{ dB}, 
\] (11)

where \( k \) represents a transmitter \( (t) \) or a receiver \( (r) \).

Figure 10 shows a model of intending and target multicopters to calculate relative antenna gain.

\[ \text{Fig. 10 A model of intending and target multicopters to calculate relative antenna gain.} \]

5.2.2 Gain of Polarization Plane Deviation

Since the antenna pattern in the horizontal plane is omnidirectional, the antenna is vertically attached to the multicopter. Therefore, the polarization plane is vertical. When the multicopter inclines, the polarization plane has a tilt, too. The deviation of the polarization planes between a transmitter and a receiver loses the gain defined by \( G_p \).
Figure 11 shows a model of intending and target multicopters to calculate the gain of the polarization plane deviation. The y’ axis represents the direction from the intending multicopter to the target one, and its origin is the location of the intending one. The x’ axis is the direction orthogonal to the y’ axis. The x’ and x axes. The y’ axis represents the direction from the intending multicopter to the target one, and its origin is the location of the intending one. The x’ axis is the direction orthogonal to the y’ axis.

The angles of the position vector of the target multicopter and the moving direction vector are $\phi_p$ and the angle of the $z$-axis and the projection vector of an antenna direction vector on the $x’-z$ plane is $\phi_k$, where $k$ indicates a transmitter (t) or a receiver (r). When the magnitude of the antenna direction vector is 1, the $x’$ and $z$ components of the vector are $\sin \theta_v \sin \phi_p$ and $\cos \theta_v$, respectively. Therefore, the angle $\phi_k$ is derived by:

$$\phi_k = \tan^{-1} \left( \frac{\sin \theta_v \sin \phi_p}{\cos \theta_v} \right).$$  \tag{12}$$

The gain $G_p$ of the polarization deviation is obtained by:

$$G_p = 10 \log_{10} \cos^2 \phi \text{ dB}. \tag{14}$$

5.2.3 Path Loss Gain

The multicopters fly in the sky, and the received signal is hardly affected by the ground reflection waves. Therefore, the path loss gain is assumed to obey the free space propagation model, in which the path loss gain $G_d$ of the distance $d$ is derived by [15] as:

$$G_d = 20 \log_{10} \left( \frac{\lambda}{4\pi d} \right) \text{ dB}, \tag{15}$$

where $\lambda$ is the wavelength.
delay time more clearly, Fig. 13 shows the increasing rate of average delay time by considering the multicopters’ inclination. Thus, the faster the moving speed is, the larger the increasing rate of the average delay time is. In other words, the effect of the tilt is significant when the moving speed is fast. Furthermore, the increasing rate becomes more significant as the number of multicopters is large. Therefore, we reconfirm that the effect of rapid movement is unattainable for the case of dense multicopters.

6. Conclusions

We have reviewed the flight schemes in the AWRN using multicopters. From the simulation results, we found that the rebounding and CFP flight schemes are sufficient to reduce the average delay time. As the issues particularized for the AWRN, we have investigated the effects of drops due to battery capacity depletion and the inclination of moving multicopters. The rebounding flight scheme can compensate for the drops of the multicopters. From the result, there is an optimum moving as we consider the effects of the inclination.

The flight schemes discussed in this paper is based on simple operations. To reduce the delay time, especially for the small number of multicopters, we shall further improve the flight schemes in the future work while keeping autonomous movement [16].
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