SUMMARY  By incorporating cloud computing capabilities to provide radio access functionalities, Cloud Radio Access Networks (CRANs) are considered to be a key enabling technology of future 5G and beyond communication systems. In CRANs, centralized radio resource allocation optimization is performed over a large number of small cells served by simple access points, the Remote Radio Heads (RRHs). However, the fronthaul links connecting each RRH to the cloud introduce delays and entail imperfect Channel State Information (CSI) knowledge at the cloud processors. In order to satisfy the stringent latency requirements envisioned for 5G applications, the concept of Fog Radio Access Networks (FogRANs) has recently emerged for providing cloud computing at the edge of the network. Although FogRAN may alleviate the latency and CSI quality issues of CRAN, its distributed nature degrades network interference mitigation and global system performance. Therefore, we investigate the design of tailored user pre-scheduling and beamforming for FogRANs. In particular, we propose a hybrid algorithm that exploits both the centralized feature of the cloud for globally-optimized pre-scheduling using imperfect global CSIs, and the distributed nature of FogRAN for accurate beamforming with high quality local CSIs. The centralized phase enables the interference patterns over the global network to be considered, while the distributed phase allows for latency reduction, in line with the requirements of FogRAN applications. Simulation results show that our proposed algorithm outperforms the baseline algorithm under imperfect CSIs, jointly in terms of throughput, energy efficiency, as well as delay.
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1. Introduction

Future dominating scenarios of human-centric communications, in conjunction with an ever increasing number of communicating devices, will generate a huge volume of mobile and wireless data traffic. This massive data is intended to be supported by the fifth generation (5G) communication system under severe spectrum deficiencies, while satisfying more stringent user Quality of Service (QoS) and Quality of Experience (QoE) levels. To meet these requirements, the 5G system will rely on several key enabling technologies among which Cloud Radio Access Networks (CRANs), that consider incorporating cloud computing capabilities to provide radio access functionalities [2].

In a CRAN, Remote Radio Heads (RRHs) performing only basic physical layer tasks such as Radio Frequency (RF) and A/D conversion are geographically deployed to cover several small cells. The users’ RF signals collected by the RRHs are transmitted to the cloud platform through fronthaul links. A centralized server that groups the cloud Baseband Units (BBUs) enables to perform the radio access tasks and signal processing. Such a CRAN system is able to adapt to non-uniform traffic and to utilize the resources more efficiently. Due to the simplicity of RRHs and their easy deployment compared to their counterparts in legacy cellular systems, CRAN has also the potential to decrease the cost of network operation by reducing power and energy consumption. In addition, CRAN enables optimal joint baseband signal processing, radio resource allocation and interference management but at the expense of heavily burdening the capacity-limited fronthaul links [3], [4]. Hence, many CRAN related research works have focused on the optimization of user clustering and beamforming under fronthaul capacity constraints [5]–[10]. Another major drawback of the CRAN centralized architecture is the additional network latency introduced by the fronthaul links, making it unsuitable for the highly delay-sensitive applications envisioned in 5G. The induced delay also entails outdated and hence imperfect Channel State Information (CSI) knowledge at the cloud side of the link qualities between all APs and users, causing important performance degradation of resource allocation and beamforming schemes in CRAN [11].

Recently, the Edge Computing (EC) concept has emerged as another 5G architectural feature that pushes mobile computing, system control and storage toward network edges. These edge nodes are expected to provide sufficient computational resources, energy and latency reductions for satisfying the latency-critical applications as well as the offloading requirements of resource-limited end-devices. Several Edge Computing solutions have been considered by both research and industry such as Mobile Edge Computing (MEC), Cloudlets or Fog Radio Access Networks (FogRAN) [12]. In these solutions, some of the physical and MAC layer BBU functionalities are shifted from cloud BBUs...
to edge nodes, as well as part of the computing and caching capabilities. This structure is expected to drastically alleviate the burden on fronthaul links and to meet the stringent delay requirements of edge users [13], but at the cost of lower network-wide optimality. Several works have exploited the edge processing capability to enhance the performance of various applications, and analyzed the joint optimization of cloud and edge processing [14]. However, very few works have addressed the design of optimized physical and MAC layers under the novel FogRAN architecture, that incorporate the heterogeneous CSI qualities at the cloud and edge APs. This is a key problem since optimized lower layers, in particular user clustering and beamforming, will have a huge impact on the actual performance of FogRANs at the application level.

In this paper, we investigate the joint user clustering and beamforming issues in FogRAN, which are fundamental enabling elements for future edge computing applications. Our proposed solution has the advantage of considering FogRAN specific network and information constraints: i) the distributed and limited computational capabilities of FogAPs with only local channel knowledge, and ii) the fronthaul constraints between the cloud and each FogAP. More specifically, we consider the downlink weighted sum-rate maximization problem. Our proposed mechanism includes two complementary centralized and distributed actions that use both imperfect and perfect CSI knowledge. First, the proposed scheme carries out a centralized user pre-scheduling that provides the optimal user clustering to each FogAP, taking into account all interferences based on global but imperfect CSI knowledge, due to the transport delays compelled by fronthaul links. Then, beamforming vectors are computed at each FogAP for its own pre-scheduled users, using perfect CSI knowledge since the delay of CSI feedback is negligible compared to the fronthaul delays. We also define different levels of CSI knowledge at each FogAP given different CSI feedback strategies from users to each FogAP, namely local, intermediate, and global perfect CSI knowledge. The impact of each level of CSI knowledge at FogAPs on the global network performance is analyzed and discussed. The main contributions of our work are listed as follows:

1) The proposed scheme jointly exploits the centralized cloud processing for large-scale user clustering and distributed local beamforming, given the heterogeneous CSI qualities imposed by FogRAN. The scheme accounts for the fact that beamforming is highly sensitive to CSI accuracy, unlike user clustering.

2) For cloud centralized pre-scheduling, we formulate a weighted sum-rate maximization under the FogRAN-specific constraint where only one FogAP is allowed to serve each user in a scheduling period, as pointed out in [12]. This gives rise to a difficult non-convex optimization problem with a discrete constraint, for which we propose a relaxation method.

3) To enable low-complexity and distributive sum-rate maximization at each FogAP, Signal to Leakage-plus-Noise Ratio (SLNR) maximization is chosen as it approaches Signal to Interference-plus-Noise Ratio (SINR) maximization under local CSI [15].

4) The numerical evaluations show that, compared to centralized CRAN, the proposed method achieves much lower latencies for higher sum-rate and energy efficiency, in the presence of imperfect CSIs. The proposed design hence ensures an essential trade-off between the network-wide utility performance, required computational complexity at FogAPs and packet latencies.

2. System Model

2.1 CRAN and FogRAN Architectures for Core or Edge Intelligence

We consider two types of architectures referred as CRAN and FogRAN depending on the intelligence location either towards the core or edge of the network, as depicted in Fig. 1. In the CRAN case, we assume a centralized system where all the signal processing and resource management tasks are performed at the cloud BBU pool. $R$ Macro or Pico RRHs (APs) in set $R$ are connected to the cloud through fronthaul links of respective capacities $C_r$. Each AP $r$ is equipped with $M_r$ transmit antennas. The set of all mobile users is denoted by $\mathcal{K}$ with cardinality $K$. Each user terminal is equipped with one receive antenna. We denote by $\mathbf{w}_{rk} \in \mathbb{C}^{M_r \times 1}$ the beamforming vector of AP $r$ to user $k$. The concatenated beamforming vector of all AP antennas is defined as $\mathbf{w}_k = [\mathbf{w}_{1k}^H, \mathbf{w}_{2k}^H, \ldots, \mathbf{w}_{rk}^H]^H \in \mathbb{C}^{M \times 1}$ for user $k$, where $M = \sum_{r \in \mathcal{R}} M_r$ is the total number of transmit antennas and $(\cdot)^H$ denotes Hermitian transpose. Similarly, $\mathbf{h}_{rk} \in \mathbb{C}^{M_r \times 1}$ is the channel vector between AP $r$ and user $k$ and $\mathbf{h}_k = [\mathbf{h}_{1k}^H, \mathbf{h}_{2k}^H, \ldots, \mathbf{h}_{rk}^H]^H \in \mathbb{C}^{M \times 1}$ the channel vector from all APs to user $k$. The received signal $y_k$ by user $k$ is given by

$$y_k = \mathbf{h}_k^H \mathbf{w}_{rk} s_k + \sum_{k' \in \mathcal{K} \setminus k} \mathbf{w}_{k'k} s_{k'} + n_k,$$

where $s_k$ is the transmit message for user $k$ drawn independently from the signal constellation with zero mean and unit variance.

![Fig. 1 CRAN (left) and FogRAN (right) architectures.](image-url)
 variance, and \( n_k \sim \mathcal{CN}(0,\sigma_n^2) \) denotes the AWGN noise where \( \sigma_n^2 \) is the noise power. The first term in (1) is the desired signal, and the second is the interference resulting from the other users’ signals. The beamforming vectors \( \mathbf{w}_k \) will be optimized at the cloud BBUs for all users, and any user may be served by any of the \( R \) APs.

In the FogRAN architecture, the intelligence is pushed towards the edge by enhancing traditional RRHs with higher processing capabilities, allowing basic signal processing tasks. Therefore, for sake of differentiation these RRHs will be assumed as in [11], [16], where the imperfect channel knowledge at each FogAP, corresponding to different CSI feedback strategies from users to FogAPs:

- Local perfect CSI: each FogAP only knows the CSI levels of its own clustered users. It has no knowledge about the interference channels towards users served by different FogAPs. Therefore, this case incurs the lowest amount of CSI feedback overhead.
- Global perfect CSI: each FogAP knows all CSI levels of all users in the system. This unrealistic case that produces the maximum amount of CSI feedback overhead, is evaluated for comparison purposes.
- Intermediate perfect CSI: between the above two cases, it is assumed that each Macro FogAP knows the interference channel states towards users served by its neighboring FogAPs, in addition to its own associated users, at the cost of additional CSI feedback overhead compared to the Local perfect CSI case. In particular, each Macro FogAP has knowledge of CSIs of all its associated users and of users associated to Pico FogAPs located within its coverage, while Pico FogAPs have only knowledge of CSIs of their own associated users.

### 3. Reference Centralized Algorithm for CRAN

We focus on weighted sum-rate maximization subject to fronthaul constraints as in [5]. Optimal user clustering and beamforming vectors are determined at the BBU pool using global CSI. The optimization problem is formulated as

\[
\max_{\mathbf{w}_k, R_k} \sum_{k \in \mathcal{K}} \alpha_k R_k
\]

subject to

\[
\sum_{k \in \mathcal{K}} \mathbf{w}_k^H \mathbf{e}_k \leq P_r, \quad \forall r \in \mathcal{R},
\]

\[
\sum_{k \in \mathcal{K}_r} R_k \leq C_r, \quad \forall r \in \mathcal{R},
\]

\[
R_k \leq B \log_2(1 + \gamma_k), \quad \forall k \in \mathcal{K},
\]

where \( \alpha_k \) are weight parameters to achieve different fairness levels among users. The first constraint is given by the maximum power for each AP \( r \), the second one is the per-AP fronthaul rate constraint, and the third one expresses the achievable rate for each user \( k \).

This is a non-convex optimization problem for which a weighted MMSE-based algorithm was proposed [5], [6]. The case with perfect CSI represents the ideal scenario in terms of system performance, but requires full CSI feedback for all users from each AP, resulting in a significant burden over bandwidth-limited fronthaul links. In reality, the CSI used for this optimization will be necessarily outdated due to the delays introduced by fronthaul links. Therefore, this reference algorithm for CRAN will be evaluated under different levels of global CSI imperfectness at the cloud.

By contrast, in the FogRAN case, perfect knowledge of CSI \( \mathbf{h}_k \) will be assumed at each FogAP \( r \), since the delay due to CSI feedback on the wireless links between each user and AP is negligible compared to the transport delays induced by the fronthaul links. We assume different levels of CSI knowledge at each FogAP, corresponding to different CSI feedback strategies from users to FogAPs:

- Local perfect CSI: each FogAP only knows the CSI levels of its own clustered users. It has no knowledge about the interference channels towards users served by different FogAPs. Therefore, this case incurs the lowest amount of CSI feedback overhead.
- Global perfect CSI: each FogAP knows all CSI levels of all users in the system. This unrealistic case that produces the maximum amount of CSI feedback overhead, is evaluated for comparison purposes.
- Intermediate perfect CSI: between the above two cases, it is assumed that each Macro FogAP knows the interference channel states towards users served by its neighboring FogAPs, in addition to its own associated users, at the cost of additional CSI feedback overhead compared to the Local perfect CSI case. In particular, each Macro FogAP has knowledge of CSIs of all its associated users and of users associated to Pico FogAPs located within its coverage, while Pico FogAPs have only knowledge of CSIs of their own associated users.
4. Proposed Cloud-Aided Distributed Algorithm for FogRAN

In the proposed scheme, we split the joint resource allocation tasks: the user pre-scheduling carried out centrally at the cloud BBUs, and the beamforming optimization carried out locally at each FogAP. The pre-scheduling consists in a user clustering, where the BBU pool decides to which FogAP each user should be assigned at given time frames. This pre-scheduling is performed periodically, every \( T \) frames, based on imperfect global CSI due to fronthaul delays. Given the resulting user clustering, each FogAP performs beamforming in each frame, using perfect local CSI (a common and reasonable assumption under low mobility users), since delays due to local CSI feedback over wireless links are negligible compared to fronthaul delays. Since FogAPs are uncoordinated during this beamforming phase, the pre-scheduling needs to determine optimal user clusterings forming a partition \( (K_i)_{i\in\mathbb{T}} \) of the set of all users. This is in contrast with the CRAN user clustering in Sect. 3, where each user may be served by any AP. Note that some subsets \( K_i \) may be empty, i.e., some FogAPs may not have any scheduled user for given frames.

In addition, to fully exploit the FogRAN architecture, the global weighted sum-rate utility is optimized at the cloud BBUs, since it requires a significant amount of computational complexity. However, performing again sum-rate optimization for beamforming would entail too much burden on each FogAP. Instead, at each FogAP we propose to maximize the SLNR metric, known to approach the performance of SINR maximization, hence of sum-rate maximization, with much lower computational complexity as shown in [15][17]. The details of each phase are given below.

4.1 Pre-Scheduling

For user pre-scheduling, we propose a modified version of the weighted sum-rate optimization in CRAN (5a) based on the imperfect global CSI in Sect. 2, formulated as

\[
\begin{align*}
\max_{\mathbf{w}_{rk}, R_k} & \sum_{k \in K} \alpha_k R_k & \quad (6a) \\
\text{s.t.} & \sum_{k \in K} \|\mathbf{w}_{rk}\|_2^2 \leq P_r, & \forall r \in \mathcal{R}, & \quad (6b) \\
& \sum_{k \in K} R_k \leq C_r, & \forall r \in \mathcal{R}, & \quad (6c) \\
& R_k \leq B \log_2(1 + g_k), & \forall k \in K, & \quad (6d) \\
& \sum_{r \in \mathcal{R}} \|\mathbf{w}_{rk}\|_2^2 \leq 1, & \forall k \in K, & \quad (6e)
\end{align*}
\]

where in the last constraint, the zero-norm follows \( \|x\|_0 = 1 \) if \( x \neq 0 \) and 0 otherwise. Thus, (6e) enforces that each user is associated to at most one FogAP, i.e., it ensures the partitioning required in FogRANs as mentioned above. This is a non-convex optimization problem which is difficult to handle given the discrete constraint (6e). To solve this problem, we propose to transform constraint (6e) as follows, using a relaxation technique shown to be useful in different settings in [6], [18]. Namely, we introduce a parameter \( \tau \) and define

\[
\beta_{rk} = \frac{1}{\|\hat{\mathbf{w}}_{rk}\|_2^2 + \tau},
\]

where \( \hat{\mathbf{w}}_{rk} \) denotes the value of \( \mathbf{w}_{rk} \) at the algorithm’s previous iteration. Constraint (6e) is then approximated by

\[
\sum_{r \in \mathcal{R}} \|\mathbf{w}_{rk}\|_2^2 \approx \sum_{r \in \mathcal{R}} \beta_{rk} \|\mathbf{w}_{rk}\|_2^2 \leq 1. \quad (8)
\]

The parameter \( \tau \) is tuned such that \( \beta_{rk} \|\mathbf{w}_{rk}\|_2^2 \) approaches \( \|\|\mathbf{w}_{rk}\|_2^2 \|_0 \) throughout the iterations. Hence, we update at each iteration \( i \),

\[
\tau_i = \tau_0 \lambda^i,
\]

with \( \tau_0 \) an appropriate initial value of \( \tau \) and \( \lambda \in (0, 1) \). After this transformation, problem (6a) is expressed in a form similar to the reference problem (5a), with an additional quadratic constraint. Hence, similarly to [6], [18], we can transform constraint (6d) into a convex form and derive a solution. The steps of the proposed algorithm are given in Algorithm 1.

**Algorithm 1 Proposed Pre-Scheduling at BBUs**

**Initialize** 
\{\( \hat{\mathbf{w}}_{rk}, \tau \)\}

**repeat**

1) Update \( \beta_{rk} \)

2) Update \( \tau = \tau \cdot \lambda \)

3) For fixed \( \beta_{rk} \), cast (6a) as an SOCP and solve using standard convex optimization tools.

until \( \|\mathbf{w}_{rk} - \hat{\mathbf{w}}_{rk}\|_2^2 < \epsilon \)

The obtained solutions give an implicit scheduling, so we can retrieve the user clustering as follows: \( k \in K_i \) if \( \mathbf{w}_{rk} \neq 0 \).

4.2 Local Beamforming

In order to efficiently optimize the local beamforming, we propose to maximize the SLNR of each user at each FogAP. SLNR optimization is especially suited in this case since FogAPs are unable to coordinate among themselves and do not have access to the global SINR levels experienced by their associated users. In addition, this optimization requires very low complexity which is vital for FogAPs, unlike the weighted sum-rate optimizations in (5a) or (6a) which require the high processing capabilities of cloud BBUs.

Given the level of perfect CSI knowledge at each FogAP described in Sect. 2.3, we define below the corresponding...
levels of SLNR for user k:

- **Local perfect CSI**: denoted $\xi^\text{Loc}_k$, it is given as

$$\xi^\text{Loc}_k = \sum_{k' \in \mathcal{K}_r, k' \neq k} |h^H_{k'k} w_k|^2 + \sigma_n^2,$$  \hspace{1cm} (10)

where only the interference towards the FogAP’s associated users $k' \in \mathcal{K}_r$ is taken into account.

- **Global perfect CSI**: denoted $\xi^\text{Glo}_k$, it is given as

$$\xi^\text{Glo}_k = \sum_{k' \in \mathcal{K}} |h^H_{k'k} w_k|^2 + \sigma_n^2,$$  \hspace{1cm} (11)

where interference towards all users in the system $k' \in \mathcal{K}$ is considered.

- **Intermediate perfect CSI**: denoted $\xi^\text{Int}_k$, it is given as

$$\xi^\text{Int}_k = \sum_{k' \in \mathcal{K}\text{Neigh}, k' \neq k} |h^H_{k'k} w_k|^2 + \sigma_n^2,$$  \hspace{1cm} (12)

where $\mathcal{K}\text{Neigh}$ denotes the set of users associated to FogAP r and to its neighboring FogAPs. Hence, if r is a Macro FogAP, $\mathcal{K}\text{Neigh} = \cup_{k' \in \mathcal{K}\text{Glo}(r)} \mathcal{K}_r$, where Cov(r) denotes the set of FogAPs r’ included in the coverage of Macro FogAP r (including r itself), otherwise if r is a Pico FogAP: $\mathcal{K}\text{Neigh} = \mathcal{K}_r$.

Thus, each FogAP r solves the following optimization problem for each associated user $k \in \mathcal{K}_r$. Here we assume equal power allocation of the FogAP power among its associated users. Depending on the CSI knowledge level expressed by variable $\phi \in \{\text{Loc, Glo, Int}\}$, the optimization problem at each FogAP is thus

$$\max_{w_{rk}} \xi_k^\phi \text{ s.t. } ||w_{rk}||_2^2 \leq \frac{P_r}{K_r}.$$  \hspace{1cm} (13)

The optimal beamforming vector solution can be obtained in closed-form solution according to [17]. For each CSI knowledge level, it is expressed as

$$w^\text{opt,}\phi_{rk} = \sqrt{\frac{P_r}{K_r}} \max \text{ eig} \left\{ \sum_{k' \in \mathcal{K}_r, k' \neq k} h_{k'k} h^H_{k'k} + \frac{K_r \sigma^2_n}{P_r} I \right\}^{-1} h_{k_k} h^H_{k_k},$$  \hspace{1cm} (14)

where $\max \text{ eig}(A)$ gives the eigenvector corresponding to the largest eigenvalue of matrix $A$. In (14), the summation set $\mathcal{K}_\phi$ is equal to $\mathcal{K}_r$, $\mathcal{K}$ and $\mathcal{K}\text{Neigh}$ in the local, global, and intermediate CSI knowledge cases, respectively.

5. **Numerical Results**

5.1 **Simulation Settings**

We consider a wrap-around two-tier CRAN and FogRAN to evaluate the reference and proposed algorithms. There are 3 Macro-RRHs (FogAPs) and 9 Pico-RRHs (FogAPs), where the transmit power of Macro and Pico-RRHs are 43 and 30 dBm respectively, and their fronthaul capacities $C_r$ are set to (690, 107) Mbps as in [6]. All channels are subject to Rayleigh fading and log-normal shadowing. The noise power spectral density is equal to $-169$ dBm/Hz, and the bandwidth $B = 10$ MHz. Other system parameters also follow that of [6]. We evaluate the performance of the reference centralized weighted sum-rate optimization for CRAN in Sect. 2, denoted CRAN (ref.), and the proposed pre-scheduling and local beamforming algorithm for FogRAN in Sect. 4, denoted FogRAN (prop.). $K = 60$ or 90 users and $\alpha_k = 1$, $\forall k$. For the proposed method, the pre-scheduling period was fixed to $T = 10$, unless stated otherwise. In all simulations, a full buffer traffic model was assumed, with one traffic flow per user. The scheduling frame duration is fixed to 1 ms. All results have been averaged over 3000 random user positions and channel realizations, each realization corresponding to a frame transmission.

5.2 **Sum-Rate and User-Rate Performance**

Figure 2 shows the network sum-rate degradation against different levels of the global CSI qualities available at the cloud BBUs, given by the CSI error variance $\sigma_c^2$ defined in Sect. 2.3. This degradation is compared to the performance under perfect global CSI, given by dotted lines for each algorithm. Note that both CRAN (ref.) and FogRAN (prop.) use the same imperfect global CSI at the cloud, while FogRAN (prop.) reuses the perfect local CSI available at the local FogAP, for beamforming only. Clearly, the centralized algorithm offers very high throughput for near-perfect global CSI, but degrades rapidly as the error variance grows. By contrast, the proposed algorithm for FogRAN shows a throughput loss due to the distributed beamforming for high quality global CSI, but also a much higher robustness against CSI errors and even a close to optimal performance for $\sigma_c^2 = 1$. Note that CSI errors in the order of $\sigma_c^2 = 0.1$ correspond to realistic CSI qualities in usual cellular systems [16], [19]. Given

![Fig. 2 Sum-rate performance of reference CRAN and proposed Fog RAN algorithms under global CSI imperfectness, $T = 10$, $K = 60$.](image-url)
the additional fronthaul delays, $\sigma^2_e \geq 0.1$ hence constitutes a realistic region of interest for the considered CRAN framework. Thus, for the CSI qualities of interest, the proposed algorithm is shown to outperform the reference one.

Figure 3 shows the Cumulative Distribution Function (CDF) of the user rates. It can be observed that, while centralized CRAN outperforms the proposed algorithm for perfect and near-perfect global CSI levels ($\sigma^2_e = 0.01$), this tendency is reversed as $\sigma^2_e$ grows. In particular, for $\sigma^2_e = 1$, the proposed scheme allows 90% of users to achieve up to 2.2 Mbps against 1.3 Mbps for the reference CRAN, hence a 70% increase. Moreover, the curves for different global CSI qualities show a much narrower spread compared to those of centralized CRAN. This results into much smaller variations of achievable user rates under CSI uncertainties, confirming the robustness of our scheme unlike the reference one.

5.3 Delay Performance

We evaluate the delay performance of these algorithms, one of the key aspects of FogRANs and edge computation. The delay here is defined as the time required for receiving a message length of $P$ bits, measured over 3000 realizations and 60 users, where each realization corresponds to a scheduling frame of length 1 ms. No retransmissions are considered. Figures 4 and 5 show the CDF of delays, on one hand for a relatively large message length of $P = 12$ kbit, and on the other hand, a smaller message length of $P = 1$ kbit as in, e.g., control messages for IoT applications. Each discrete incremental step corresponds to an additional scheduling frame. First, we can see from Fig. 4 that for larger messages, the proposed scheme is outperformed by reference CRAN for perfect and near-perfect ($\sigma^2_e = 0.01$) global CSI qualities. However, the advantage of the proposed scheme grows with $\sigma^2_e$, cutting down to half the delay at the 50th percentile for $\sigma^2_e = 1$ (20 ms against 40 ms for the reference). Note that the wide spread of the curves for the reference scheme demonstrates the unsuitability of such fully centralized solution for supporting delay-stringent 5G applications. By contrast, the narrow spread of the curves for the proposed scheme also shows its robustness against CSI uncertainties in terms of delay.

In the case of short messages of 1 kbit, Fig. 5 shows that the proposed algorithm outperforms the conventional one for all global CSI qualities, even in the perfect CSI case. This can be understood as follows. Even though the proposed scheme achieves lower total sum-rate, it enables to serve, through the distributed but accurate beamforming, rates that are high enough in order to receive small messages efficiently. On the contrary, the centralized scheme allows to boost the throughput by globally concentrating the resources towards the users with best channel conditions, at the detriment of users in lower conditions whose perceived delay is increased. Furthermore, as the CSI errors increase, the throughput of best users diminishes drastically, thereby degrading the delay performance of the centralized scheme.

5.4 Energy Efficiency

Next, we compare the different algorithms in terms of energy efficiency, defined as the ratio between the system sum-rate over the bandwidth $B$ and the total consumed power,

$$\eta = \frac{B \sum_k R_k}{P_{\text{prop}}}.$$  (15)

Since the BBU processing occurs in 1 every $T$ frames
Table 1 Parameters and values in the power consumption model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value [20]</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{fix}, r}$</td>
<td>0.823W</td>
<td>Traffic-independent fixed power consumption</td>
</tr>
<tr>
<td>$\rho$</td>
<td>4/3</td>
<td>Redundancy in the fronthaul transport interface</td>
</tr>
<tr>
<td>$b_{IQ}$</td>
<td>20</td>
<td>Number of IQ samples bits</td>
</tr>
<tr>
<td>$f_{\text{pre}}$</td>
<td>1.5MHz</td>
<td>Frequency of updating the precoder</td>
</tr>
<tr>
<td>$P_{\text{td}, r}$</td>
<td>0.235W/Gbps</td>
<td>Traffic-dependent power</td>
</tr>
<tr>
<td>$\xi_r$</td>
<td>0.4</td>
<td>Efficiency of power amplifier</td>
</tr>
<tr>
<td>$P_{\text{IC}, r}$</td>
<td>0.2W</td>
<td>Power for FogAP antenna circuit components</td>
</tr>
</tbody>
</table>

while only FogAP processing occurs in all other frames, the consumed power $P_{\text{prop}}$ is given by

$$P_{\text{prop}} = \frac{1}{T} \left( \sum_{r \in \mathcal{K}} (P_{r}^{f,u} + P_{r}^{c} + P_{r}^{f,d} + P_{r}^{w}) + \sum_{t=1}^{T-1} \sum_{r \in \mathcal{K}} (P_{r}^{T} + P_{r}^{w}) \right),$$

(16)

where the first term expresses the power consumed during pre-scheduling in the first frame of the period, while the second term gives the power consumed at each FogAP during subsequent frames. From the models in [20], [21], we have

- $P_{r}^{f,u}$: power consumed for transmitting user CSIs from FogAP $r$ to the cloud through the fronthaul link,
- $P_{r}^{c}$: power consumed by the power amplifier and circuit at FogAP $r$,
- $P_{r}^{f,d}$: power consumed on the fronthaul link of FogAP $r$ by transmissions from the cloud,
- $P_{r}^{w}$: power consumed on the wireless links for downlink transmissions to its associated users in $\mathcal{K}_r$.

Given the parameters in Table 1, they can be determined as

$$P_{r}^{f,u} = P_{\text{fix}, r} + \rho M_r K_r b_{IQ} f_{\text{pre}} P_{\text{td}, r},$$

(17)

$$P_{r}^{c} = \frac{1}{\xi_r} B P_{r} + M_r P_{\text{IC}, r},$$

(18)

$$P_{r}^{f,d} = P_{\text{fix}, r} + B \sum_k R_k P_{\text{td}, r},$$

(19)

$$P_{r}^{w} = \sum_{k \in \mathcal{K}_r} ||w_{r,k}||_2^2.$$  

(20)

By contrast, the consumed power for the conventional CRAN algorithm is given by

$$P_{\text{conv}} = \sum_{r \in \mathcal{K}} (P_{r}^{f,u} + P_{r}^{c} + P_{r}^{f,d} + P_{r}^{w}).$$

(21)

Figure 6 shows that the proposed FogRAN algorithm outperforms conventional CRAN in the case of imperfect CSI, with an increasing gain with the amount of CSI error. Even under perfect CSI, the proposed algorithm achieves a similar energy efficiency as compared to CRAN algorithm, despite a much lower sum-rate performance as seen in Fig. 2. This is explained by the significant savings of power consumption over the fronthaul links, thanks to the hybrid cloud and FogAP processing structure of the proposed scheme.

5.5 Performance Against Varying Pre-Scheduling Period $T$

Comparing the proposed FogRAN algorithm for different values of the scheduling period $T$, Fig. 7 shows that as expected, smaller periods provide a higher sum-rate performance, given the higher frequency of clustering optimization. However, we can see that the performance gaps decrease for higher CSI errors. For $\sigma^2_e = 1$, a period $T = 10$ is sufficient as it provides a very close performance to $T = 2$, since the imperfect CSIs are useless for improving the performance through optimized clustering. Hence, compared to conventional CRAN, at high CSI errors, a higher sum-rate may be achieved even with large periods, providing significant energy and computational savings.

5.6 Effect of CSI Knowledge at Each FogAP

Finally, we evaluate the effects of the different perfect CSI knowledges at each FogAP, described in Sect. 2.3. Figure 8 shows the total average sum-rate performance against CSI error variances. We observe that for all error levels, the best
performance is achieved by local perfect CSI knowledge, while the global perfect CSI case performs worst. This is because with global perfect CSI, each FogAP has to minimize its own interference leakage towards all users in the cell, at the detriment of its own signal power, as can be seen in Eq. (11). The same trend can be observed with the average sum-rate achieved by Macro FogAPs in Fig. 9, but with a higher gain achieved by local perfect CSI case. However, this tendency is reversed concerning the average sum-rate of Pico FogAPs as shown in Fig. 10, where the best performance is given by intermediate perfect CSI knowledge. This can be understood as follows: given the much higher transmit powers of Macro FogAPs, Pico FogAPs greatly benefit from the inter-cell interference leakage reduction policies offered by intermediate and global CSI knowledge cases. While global CSI knowledge requires also the Pico FogAPs to decrease their leakage towards all users, intermediate CSI knowledge allows Pico FogAPs to care only about their own intra-cell interferences, thereby further improving the achievable sum-rate. Overall, intermediate perfect CSI provides the best balance between Macro and Pico FogAP sum-rates, while decreasing the amount of CSI feedback overhead as compared to the global perfect CSI case.

Observing all figures, we can conclude that the proposed scheme allows to improve the system throughput, energy efficiency and delays for large and small messages simultaneously, in the range of realistic global CSI imperfection. In addition, the clustering optimization period $T$ and perfect CSI knowledge level at each FogAP may be adapted given the required levels of computation complexities, allowed amounts of CSI feedback overhead and desired Pico-Macro FogAPs’ performance trade-offs.

6. Conclusion

We have investigated the issues of optimized radio resource allocation in FogRANs under the practical assumption of imperfect CSI knowledge at cloud BBUs. We proposed a hybrid semi-distributed resource allocation algorithm with centralized user pre-scheduling carried out periodically at cloud BBUs, and distributed local beamforming at each FogAP in each frame. Although global, the centralized algorithm that jointly solves the user clustering and beamforming in CRANs can only make use of imperfect CSI due to the inevitable transport delays on fronthaul links. Therefore, our algorithm takes advantage of both the large-scale cloud processing to optimize the user pre-scheduling despite imperfect global CSI, and the availability of perfect but local CSI at FogAPs for accurate beamforming. Simulation results showed the effectiveness of the proposed method for realistic CSI qualities, as well as high robustness against CSI uncertainties. In particular, the delay improvements for short messages suggest that our approach is well-suited to support future IoT applications that typically generate a large amount of very small packets. Overall, the proposed design ensures an essential trade-off between the network-wide sum-rate and energy efficiency performance, required computational complexity at FogAPs and latency.

This work has identified key issues to be investigated, such as the optimized design of pre-scheduling and beamforming and CSI acquisition under high user mobility, as well as the learning and prediction-based joint edge caching and resource allocation issues in dynamic environments.
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