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SUMMARY  Reduction of redundancy and improvement of error-correcting capability are essential research themes in the coding theory. The best known codes constructed in various ways are recorded in a database maintained by Markus Grassl. In this paper, we propose an algorithm to construct the best code using punctured codes and a supporting method for constructing the best codes. First, we define a new evaluation function to determine deletion bits and propose an algorithm for constructing punctured linear codes. 27 new best codes were constructed in the proposed algorithm, and 112 new best codes were constructed by further modifying those best codes. Secondly, we evaluate the possibility of increasing the minimum distance based on the relationship between code length, information length, and minimum distance. We narrowed down the target (n, k) code to try the best code search based on the evaluation and found 28 new best codes. We also propose a method to rapidly derive the minimum weight of the modified cyclic codes. A cyclic code loses its cyclic structure when it is modified, so we extend the k-sparse algorithm to use it for modified cyclic codes as well. The extended k-sparse algorithm is used to verify our newly constructed best code.
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1. Introduction

Error-correcting codes are indispensable technology to ensure the reliability of the information. The binary (n, k) linear code consists of k information bits and n − k check bits. A major study in coding theory is to construct codes that have a high coding rate R = k/n and a large error-correcting capability. The error-correcting capability of a code C is defined by the minimum Hamming distance between two codewords in C. The larger the minimum distance is, the more errors can be corrected. We refer to the code that has the largest minimum Hamming distance d found so far among the codes of the same code length n and information length k as the best code. Best known codes are maintained on the web by Markus Grassl [1]. In Oct. 2020, new best codes were found, e.g., (207, 20) code, (231, 21) code, and so on. However, the minimum distance of many (n, k) codes does not reach a theoretical upper bound. Therefore, various methods are still being tried to construct best codes [2]–[4].

One of the ways to construct the best code is the modification of codes. There are four types of modification methods: shortened codes eliminated information bits, punctured codes eliminated check bits, lengthened codes attached additional information bits, and extended codes attached additional check bits. In this paper, we call the codes before modification as original codes. And original codes are BCH codes and shortened BCH codes. We focus on the punctured codes and try to construct the best code. In general, deleting m check bits reduces the minimum distance by m, but it is possible to reduce the minimum distance to less than m by carefully selecting deletion bits. Because the number of combinations to choose m deletion bits from the n − k check bits is enormous, it is necessary to reduce the amount of search. Zwanzger [7] defines an evaluation function to construct extended codes. We try to define the function to decide the check bits to delete with reference to Zwanzger’s function.

Zwanzger’s function requires the entire weight distribution, but it is not easy to find the distribution with a large information length. Therefore, we define a new evaluation function by using the local weight distribution [6] and propose a search algorithm to construct the best codes. 27 new best codes were constructed in the proposed algorithm, and 112 new best codes were constructed by the shortened code and extended code of those best codes.

Next, we propose a supporting method for constructing the best codes. The above 139 new best codes were constructed by determining the original code and the number of bits to be modified based on our experiences. We analyze the relationship among code length, information length, and minimum distance and propose an evaluation method narrowing down the target (n, k) code to try to construct the best code without necessary of any experiences. Based on the evaluation method, 28 new best codes were constructed by the proposed search algorithm.

We also propose a method to rapidly derive the minimum weights of modified cyclic codes. In general, a cyclic code loses its cyclic structure when it is modified. Therefore, we extend the k-sparse algorithm [6] for rapidly deriving the local weight distribution of a cyclic code and propose an algorithm that can rapidly derive the minimum weight of a modified cyclic code. We show algorithms for punctured and shortened codes of cyclic codes. The algorithm for punctured codes is used to verify our newly constructed best code, and the algorithm for shortened codes is used when shortened BCH codes are used as the original codes.
Section 2 describes the best codes. Section 3 reviews the work of OHARA et al.: A CONSTRUCTION OF BINARY PUNCTURED LINEAR CODES AND A SUPPORTING METHOD FOR BEST CODE SEARCH. The error-correcting capability of a code is measured by its minimum distance.

2. Best Code

Also, it shows our newly constructed best codes. A code is the code that has the largest minimum distance among all codes of a given length and dimension. In general, it is necessary to generate all codewords and count their weights in order to derive the number of codewords \( A_n \) with weight \( w \) for a \((n,k)\) linear code. However, its computational complexity is \( O(n \cdot 2^k) \), making it difficult to derive for large codes. The \( k \)-sparse algorithm [6] has been proposed by Li, Mohri, and Morii as an efficient way to derive weights for cyclic codes by using their cyclic structure.

In this paper, we give explanations using systematic cyclic codes whose \( k \times n \) generator matrix is represented by \( G = [I_k, P] \), where \( I_k \) is a \( k \times k \) identity matrix and \( P \) is the \( k \times (n-k) \) matrix of parity check symbols. Let a codeword of \((n,k)\) cyclic codes \( c = (c_0, c_1, \ldots, c_{n-1}) \) and a generator matrix of \((n,k)\) cyclic codes \( c \) be \( G_{n,k} \). We introduce the theorems and definitions used in \( k \)-sparse algorithm as follows. We explain them with examples using the \((7,4)\) cyclic code whose generator polynomial is \( 1101(= 1 + x + x^3) \) and the systematic generator matrix \( G_{7,4} = \begin{bmatrix} 1000110 \\ 0100011 \\ 0010111 \\ 0001101 \end{bmatrix} \).

Definition 1: [5] The set of codewords \( c_s = (c_s, c_{s+1}, \ldots, c_{s+1}) \) is one of them. For example, if a codeword \( c_0 = (0,0,0,0,0,0,0) \), \( c_1 = (0,0,0,0,1,0,0), \ldots, c_7 = (0,0,0,1,1,0,1) \) is \( c_0 = c_4 \).

For example, if a codeword \( c_0 = (0,0,0,0,1,1,0), c_1 = (0,0,0,1,0,1,0), c_2 = (0,1,0,1,0,1,0), \ldots, c_7 = (0,0,1,1,0,1,0) \), \( c_0 \) is the largest cycle such that \( c_0 = c_5 \).

Fig. 1 (231, 21) code registered in the best known code database [1].

The remainder of the paper is organized as follows. Section 2 describes the best codes. Section 3 reviews the \( k \)-sparse algorithm. Section 4 presents the extended \( k \)-sparse algorithm for punctured and shortened codes. Section 5 proposes an algorithm for constructing best codes using punctured codes and a supporting method for best code search. Also, it shows our newly constructed best codes.

2. Best Code

The error-correcting capability of a code \( C \) is defined by the minimum value of the Hamming distance between two codewords in \( C \), i.e., the minimum Hamming distance. Best code is the code that has the largest minimum distance \( d \) found so far among the codes of the same code length \( n \) and the information length \( k \). Markus Grassl maintains the best known code in an online database [1]. The database contains the upper bound of minimum distance, the lower bound of minimum distance, the construction method, and the construction date of each \((n,k)\) linear code. Denote \((n,k)\) codes with minimum distance \( d \) as \((n,k,d)\) codes. The upper bound is a theoretically given value, and the lower bound is the minimum distance of the constructed code. An example of the best known code recorded in the database is shown in Fig.1. There are codes in the database that the minimum distance does not reach the upper bound. Therefore, some studies have been carried out to increase the minimum distance [2]-[4]. The best code construction method using modified codes [7] is one of them.

3. \( k \)-Sparse Algorithm

It is necessary to derive the minimum weight and the number of codewords of minimum weight when verifying whether the best code has been constructed, where the weight is the number of non-zero bits in a codeword. In general, it is necessary to generate all codewords and count their weights in order to derive the number of codewords \( A_n \) with weight \( w \) for a \((n,k)\) linear code. However, its computational complexity is \( O(n \cdot 2^k) \), making it difficult to derive for large codes. The \( k \)-sparse algorithm [6] has been proposed by Li, Mohri, and Morii as an efficient way to derive weights for cyclic codes by using their cyclic structure.

In this paper, we give explanations using systematic cyclic codes whose \( k \times n \) generator matrix is represented by \( G = [I_k, P] \), where \( I_k \) is a \( k \times k \) identity matrix and \( P \) is the \( k \times (n-k) \) matrix of parity check symbols. Let a codeword
Theorem 3: [6] Let the new any matrix. This means the XOR operation of row vector by multiplying the information sequence by the generator \( G \) the generatormatrix.

The codewords of a binary linear code are generated from \( A_w \), we can early stop computing the codewords that are not \( n \)-sparse.

Algorithm 1 shows \( k \)-sparse algorithm. \( w \) is the weight for which we want to obtain the number of codewords in a cyclic code \( C \), and \( A_w \) is the number of codewords of weight \( w \). We define a function Next\_k\_sparse\((i) \) as checking if there are other \( k \)-sparse of weight \( i \) and returning True if there are or False if there are not. We define a function Generate\((G, w) \) to generate only codeword \( e \) whose weight of even or odd matches \( w \) from \( k \)-sparse based on Theorem 3. We define a function Check\_condition\((e, w) \) as checking whether \( e \) satisfies the following three equations: Eq. (3), \( W_h(e) = w \), and Eq. (4). It returns True if all of them are satisfied or False if any of them are not satisfied. \( h[p][q] \) has the number of \( n \)-sparse where \( p \) is the least cycle and \( q \) is the number of \( n \)-sparse that satisfy Eq. (1) in every \( e_s \) (0 ≤ s < p).

For example, when we derive \( A_3 \) of \( G_{7,4} \), the codeword \( e = (0, 0, 0, 1, 1, 0, 1) \) is only \( n \)-sparse generated by \( k \)-sparse. By cyclic shifting \( c \) and checking Eq. (1) for \( c_s \), i.e., \( f_1 \geq 2 \), \( f_2 \geq 4 \), and \( f_3 \geq 6 \), we get \( p = 7 \) and \( q = 1 \). Therefore, \( A_3 = 7 \cdot 1/1 = 7 \).

4. Extended \( k \)-Sparse Algorithm

Cyclic codes are relatively easy to implement for coding and decoding and have a large minimum distance and excellent error-correcting capability. Therefore, we can expect to construct new best codes by making some modifications to the cyclic codes. However, if even a small modification is made to the generator matrix, the cyclic structure of the cyclic code is lost. Therefore, the \( k \)-sparse algorithm cannot be used to derive the weight distribution of the modified code, and it is common to use the exhaustive search method to generate all the codewords and verify the weights. In this section, we extend the \( k \)-sparse algorithm and propose an efficient method to derive the number of codewords of minimum weight for modified cyclic codes. We consider the properties of minimum weights for punctured codes and shortened codes and show the proposed derivation method. Let the number of bits to be modified be \( m \).

4.1 A Method for Deriving the Number of Codewords with Minimum Weight for Punctured Cyclic Codes

We consider the properties of \((n - m, k, d')\) punctured code \( C_p \), which is a modification of \((n, k, d)\) cyclic code \( C \). The punctured code \( C_p \) is constructed by deleting \( m \) bits from the check bits of the generator matrix, which is equivalent to deleting the corresponding \( m \) bits from all the codewords of the original code. Therefore, the weight distribution of the punctured code can also be derived by examining the weights of the codewords after deleting the \( m \) bits. The original codeword is \( e \) and the codeword after deleting \( m \) bits from the check symbol of \( e \) is \( e' \). In this case,

\[
W_h(e') \geq W_h(e) - m
\]

is established between \( e \) and \( e' \). From Eq.(5), to derive \( A_{wh} \) of a punctured code, we can generate codewords whose
weights are from $d$ to $w_{\text{min}} + m$ of $C$ and verify the weights by deleting $m$ check symbols where $d$ and $w_{\text{min}}$ are the minimum distance of $C$ and $C_+$, respectively.

Algorithm 2 shows how to derive the number of the minimum weight codewords for a punctured code using the $k$-sparse algorithm. We define a function Puncturing($c_s$) to generate $c_s$ ($0 \leq s < p$) from $c$ and calculate $w'$, the weight of the codeword after deleting $m$ check symbols of $c_s$. $h[p'][q][w_{\text{min}}]$ has the number of $n$-sparse where $p'$ is the number of vectors in $c_s$ ($0 \leq s < p$) whose weight become $w_{\text{min}}$ after deleting the $m$ check bits.

We show an example of puncturing the position 6 of $G_{7,4}$ and derive $A_2$ of the $(6,4,2)$ punctured code. When codewords $c_0 = (0,0,0,0,1,0,1), c_1 = (0,0,1,0,0,0,1), \ldots, c_6 = (1,0,0,0,1,1,0)$ are punctured position 6, the codewords whose weight becomes 2 are $c'_0 = (0,0,0,1,1,0), c'_1 = (1,0,1,0,0,0), \text{and } c'_5 = (0,1,0,0,0,1)$. Therefore, $p' = 3$. Then, $A_2 = 3 \cdot 1/1 = 3$.

When this algorithm is used for best code verification, the minimum distance $d'$ of the best code is already known, so the input should be $w_\text{min} = d'$ instead.

Algorithm 2  Extended $k$-sparse algorithm for punctured codes

| Input: $w = d$, $w_{\text{min}} = \infty$, $G$ of a systematic cyclic code, $m$, Position of the $m$ check bits to be punctured |
| Output: $A_{w_{\text{min}}}$ |

Algorithm 3  Extended $k$-sparse algorithm for shortened codes

| Input: $w$, $G$ of a systematic cyclic code, Position of $m$ information bits to be shortened |
| Output: $A_w$ |

We consider the properties of $(n-m,k-m,d)$ shortened code $C_S$, which is a modification of $(n,k,d)$ cyclic code $C$. Different from punctured codes, shortened codes are constructed by deleting information bits, so the number of codewords decreases but the weight of codewords does not change.

Algorithm 3 shows how to derive the number of the minimum weight codewords for a shortened code using the $k$-sparse algorithm. $h[p'''][q]$ has the number of $n$-sparse where $p''$ is the number of vectors for which all $m$ deleted symbols are “0”, i.e., vectors that still exist after shortening in every $c_s$.

We show an example of shortening the position 0 of $G_{7,4}$ and derive $A_3$ of the $(6,3,3)$ shortened code. When codewords $c_0 = (0,0,0,1,0,1), c_1 = (0,1,0,1,1,0), \ldots, c_6 = (1,0,0,0,1,1,0)$ are shortened position 0, the codewords that still exist after shortening are $c''_0 = (0,0,1,0,1,0), c''_1 = (0,1,1,0,1,0), c''_2 = (1,1,1,0,0,0), \text{and } c''_5 = (0,0,0,0,1,1)$. Therefore, $p'' = 4$. Then, $A_3 = 4 \cdot 1/1 = 4$.

This algorithm can be used when a shortened code is used as the original code.

5. Proposed Methods for Searching Best Codes

5.1 A Search Algorithm for Constructing Best Codes Using Punctured Codes

A punctured code is constructed by deleting the check bits of the original code. Because the minimum distance varies with the chosen deletion bits, the best code may be constructed if the deletion bits are chosen carefully.

Zwanzger [7] proposes an evaluation function to construct extended codes based on the weight generating function. Let the generator matrix of the $q$-ary $(n,k)$ linear code be $G$, and let the number of codewords of Hamming weight $w$ be $A_w$, where the Hamming weight is the number of non-zero bits in a codeword. Then, the weight generating function is

$$p(G) = A_0 x^0 + A_1 x^1 + \cdots + A_n x^n,$$  (6)

and the Zwanzger’s evaluation function $eval_1$ is defined by

$$eval_1(G) = - \sum_{i=1}^{n} A_i q^{k(n-i)}.$$  (7)

A complete weight distribution is required for using $eval_1$, but it takes too much time to derive the weight distribution of code with large $n$ or $k$. Therefore, we define a new
Algorithm 4 Construction method of best codes by puncturing

Input: $d', m, G$ of BCH code, $b$
Output: $G'$ of new code

$\begin{align*}
j &\leftarrow 1 \\
buff'[1 \ldots m][1 \ldots (n-k)], \text{deleteList}[1 \ldots m], \text{List}[1 \ldots m][1 \ldots b] \\
\text{Flag} &\leftarrow \text{True} \\
\text{add} \{G, m, d'\} \text{ to } V_0
\end{align*}$

while Flag do
  \begin{align*}
  j &\leq m \\
  \text{for } i = 1 \text{ to } j - 1 \text{ do} \\
  \quad \text{Puncturing the bit of position deleteList}[i] \text{ from } V'_{j-1}
  \end{align*}
  \begin{align*}
  \text{for } r = k \text{ to } n - j \text{ do} \\
  \quad \text{buff}[j][r-k+1] &\leftarrow \text{cal_eval}(V'_{j-1}, r)
  \end{align*}
  \begin{align*}
  \text{for } i = 1 \text{ to } b \text{ do} \\
  \text{List}[[i]] &\leftarrow \text{preserve} \text{buff}[j][1 \ldots (n-k)]
  \end{align*}
  \begin{align*}
  \text{for } \text{deleteList}[j] &\leftarrow \text{pop} \text{List}[[j][1]] \\
  j &\leftarrow j + 1 \\
  \text{end while}
\end{align*}
Derive the minimum distance $d_{\text{min}}$ of $V_m'$
if ($d_{\text{min}} \geq d'$) then
  \text{return } G'
end if

Flag $\leftarrow \text{False}$
while $j > 1$ do
  \begin{align*}
  j &\leftarrow j - 1 \\
  \text{remove deleteList}[j]
  \end{align*}
if List[[1]] $\neq \emptyset$ then
  \begin{align*}
  \text{deleteList}[j] &\leftarrow \text{pop} \text{List}[[j][1]] \\
  j &\leftarrow j + 1 \\
  \text{Flag} &\leftarrow \text{True}
  \end{align*}
Break
end if
end while
end while

The evaluation function based on the codewords around the minimum distance. Because the minimum distance decrease by $m$ at most when the check bits are deleted by $m$ bits, we only consider the codewords whose Hamming weight is less than $d' + m$ when we challenge the construction of a code with a minimum distance $d'$. Therefore, we define the evaluation function $\text{eval}_2$ as

$$
\text{eval}_2(V'_{j-1}, r) = \sum_{i=1}^{d'-m-j+1} A_i 2^{d'+m-j+i}, \quad (8)
$$

where $j (1 \leq j \leq m)$ is the $j$-th deletion, $r$ is the position of the $j$-th deletion bit, $V'_{j-1}$ is a set of codewords $v'$ that are codewords after $v \in V_0$ has $j - 1$ bits removed, and $V_0$ is the set of codewords whose Hamming weights are less than $d' + m$. $\text{eval}_2$ is a weighted addition to the number of codewords whose Hamming weight is less than $d - j$ and $d' + m - j - 1 - j$. If there are fewer codewords whose Hamming weight is $d - j$ after $j$ bits deletion, $\text{eval}_2$ will take a smaller value. After $m$ bits deletion, if $\text{eval}_2$ is 0, i.e., there are no codewords whose weight is less than $d'$, then a code with minimum distance $d'$ can be constructed. Because codewords whose Hamming weight is less than $d' + m$ are obtained by Algorithm 1 [6] or Algorithm 3 and the local weight distribution of the punctured code is obtained by Algorithm 2, a computation complexity for calculating $\text{eval}_2$ reduced compared with that of $\text{eval}_1$.

We propose Algorithm 4 for constructing the best code based on $\text{eval}_2$. Let the Hamming weight of the codeword $e$ be $W_h(e)$ and let the codeword generated by generator matrix $G$ and satisfying $W_h(e) < d' + m$ be $v(G, m, d')$. $\text{buff}[][]$ has the value of $\text{eval}_2$ of all bits that can be deleted in $j$-th. deleteList[] has the deletion bits and List[] has $b$ candidates of the $j$-th deletion bit. A function $\text{cal_eval}(V'_{j-1}, r)$ means that the bit of position $r$ is punctured from $V'_{j-1}$ and calculate $\text{eval}_2$. A function $\text{preserve(buff}[j][1 \ldots (n-k)])$ means that the deletion position with the lowest value out of $\text{buff}[j][1, \text{buff}[j][2], \ldots, \text{buff}[j][n-k]]$ is extracted, and then it is removed from the buff. A function pop(List[[1][1]]) means that the first element of List[[j]] is picked up, and it is removed from List. Let the set that $m$ bits in deleteList are deleted from $V_0$ be $V'_m$.

The proposed algorithm uses the backtracking method [8]. The number of punctured codes constructed by $m$-bit deletion is the number of combinations when selecting $m$ bits from $n - k$ check bits. Since it is difficult to search all punctured codes, the proposed algorithm reduces the number of punctured codes to search to $b^m$.

5.2 A Supporting Method for Searching Best Codes

We targeted and searched for the $(n, k)$ codes that were most likely to discover new best codes based on experience. In this section, we propose a supporting method for searching the best code. We analyze the relationship among code length $n$, information length $k$, and minimum distance $d$ and propose an evaluation method narrowing down the target $(n, k)$ code that is most likely to construct the best code. In this section, we define

$$
E(n, k) = e_1(n, k) + e_2(n, k) + e_3(n, k) + e_4(n, k) \quad (9)
$$

by using them. Each evaluation value is given in the following sections. Let the minimum distance $d$ of the $(n, k)$ code be $d(n, k)$.

5.2.1 Evaluation Using the Minimum Distance Difference between Adjacent Parameters

In the best known code database [1], we can specify any range of $n$ and $k$ and know the lower bound and upper bound as shown in Fig. 2. The left value of each square shows the lower bound, and the right value shows the upper bound of the minimum distance. As shown in Fig. 2, there are some codes whose minimum distance does not increase as $n$ or $k$ increases or decreases. Therefore, if the difference in the minimum distance between the evaluation target and the adjacent codes is large, the minimum distance is likely to be increased. Let the minimum distance difference between
adjacent parameters of the \((n, k)\) code be \(e_1(n, k)\) and \(e_2(n, k)\). Then, \(e_1(n, k)\) and \(e_2(n, k)\) are defined by
\[
e_1(n, k) = d(n + 1, k) - d(n, k), \tag{10}
e_2(n, k) = d(n, k - 1) - d(n, k). \tag{11}
\]

5.2.2 Evaluation Using the Least-Squares Method

The minimum distance of a linear code is correlated with the increase or decrease in code length and information length, as shown in Fig. 3. Focusing on this point, we approximate the relationship between the code length or the information length and the minimum distance by the least-squares method. For given measurement pairs \((x_i, y_i)\), the least-squares method is a method to set the coefficients such that the sum of squares of the residuals is minimized so that the function is an appropriate approximation to the measurement.

First, we define a quadratic approximation curve of minimum distance as \(f_k(n)\) when code length \(n\) is a constant value and code length \(n\) is a variable value. We also define the difference between the approximation \(f_k(n)\) and the minimum distance be \(e_3(n, k)\). For given pairs \((i, d(i, k))\), \(1 \leq i \leq 255\), \(f_k(x) = a_kx^2 + b_kx + c_k\) is given by calculating \(a_k\), \(b_k\) and \(c_k\) that minimize the sum of squares of the residuals \(S_k\) defined by
\[
S_k = \sum_{i=1}^{255} (d(i, k) - a_kx_i^2 - b_kx_i - c_k)^2. \tag{12}
\]

Then, \(e_3(n, k)\) is defined by
\[
e_3(n, k) = f_k(n) - d(n, k). \tag{13}
\]

Second, we define a quadratic approximation curve of minimum distance as \(f_{n}(k)\) when code length \(n\) is a constant value and information length \(k\) is a variable value. We also define the difference between the approximation \(f_{n}(k)\) and the minimum distance be \(e_4(n, k)\). For given pairs \((i, d(n, i))\), \(1 \leq i \leq n\), \(f_n(x) = a_nx^2 + b_nx + c_n\) is given by calculating \(a_n\), \(b_n\) and \(c_n\) that minimize the sum of squares of the residuals \(S_n\) defined by
\[
S_n = \sum_{i=1}^{n} (d(n, i) - a_nx_i^2 - b_nx_i - c_n)^2. \tag{14}
\]

Then, \(e_4(n, k)\) is defined by
\[
e_4(n, k) = f_n(k) - d(n, k). \tag{15}
\]

5.3 Constructed Best Codes

In this section, we present new codes that we constructed by using Algorithm 4. To confirm that they are the best codes, we calculate the minimum distance using the extended \(k\)-sparse algorithms proposed in Sect. 4.

Firstly, we construct the 27 new best codes using Algorithm 4 from four BCH codes in Table 1 and their shortened codes. Generator polynomials of these BCH codes are shown in hexadecimal, e.g.,
We divide the polynomials into binary blocks of length 4, fill the last digits with zeros if necessary, and then convert to hexadecimal as in Eq. (16). Secondly, we find 120 new best codes by shortening or extending those code. When the minimum distance of constructed best code is an odd value, the minimum distance can be increased by 1-bit extended code. Some best codes are constructed by shortening because the minimum distance of a shortened code does not decrease compared with the original code. In addition, we constructed 28 new best codes by using \( E(n,k) \) to choose \((n,k)\) codes to search. As a result, we found 167 new best codes.

The parameters of constructed codes are shown in Table 4. Some best codes are constructed by shortening because the minimum distance of a shortened code does not decrease compared with the original code. In addition, we constructed 28 new best codes by using \( E(n,k) \) to choose \((n,k)\) codes to search. As a result, we found 167 new best codes.

The parameters of constructed codes are shown in Table 5. Some best codes are constructed by shortening because the minimum distance of a shortened code does not decrease compared with the original code. In addition, we constructed 28 new best codes by using \( E(n,k) \) to choose \((n,k)\) codes to search. As a result, we found 167 new best codes.

\[
100 010 111_{(2)} = 8 0 8_{(16)}. 
\]
original codes, the first through the \( m \)-th information bits are shortened.

6. Conclusion

In this paper, we proposed an algorithm for constructing the best codes using punctured codes and a supporting method for constructing the best codes. First of all, we defined the evaluation function for puncturing to determine which check bits to delete based on local weight distribution. We pro-

### Table 6

<table>
<thead>
<tr>
<th>Best code</th>
<th>Original code</th>
<th>( m )</th>
<th>( d^1 )</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>(224, 45, 65)</td>
<td>(223, 44, 65)</td>
<td>1</td>
<td>1</td>
<td>Shortening</td>
</tr>
<tr>
<td>(223, 43, 66)</td>
<td>(224, 44, 66)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(224, 44, 66)</td>
<td>(225, 44, 66)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(226, 43, 67)</td>
<td>(253, 43, 87)</td>
<td>27</td>
<td>2</td>
<td>Puncturing</td>
</tr>
<tr>
<td>(237, 43, 71)</td>
<td>(234, 44, 71)</td>
<td>2</td>
<td>2</td>
<td>Extending</td>
</tr>
<tr>
<td>(234, 43, 73)</td>
<td>(235, 44, 73)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(223, 43, 74)</td>
<td>(224, 44, 74)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(224, 44, 74)</td>
<td>(225, 44, 74)</td>
<td>1</td>
<td>2</td>
<td>Extending</td>
</tr>
<tr>
<td>(223, 44, 65)</td>
<td>(224, 45, 75)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(223, 43, 69)</td>
<td>(230, 44, 69)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(226, 43, 70)</td>
<td>(228, 43, 70)</td>
<td>2</td>
<td>2</td>
<td>Extending</td>
</tr>
<tr>
<td>(223, 43, 71)</td>
<td>(234, 44, 71)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(234, 43, 72)</td>
<td>(235, 44, 72)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(235, 43, 72)</td>
<td>(236, 44, 72)</td>
<td>2</td>
<td>2</td>
<td>Extending</td>
</tr>
<tr>
<td>(224, 43, 66)</td>
<td>(225, 44, 66)</td>
<td>2</td>
<td>2</td>
<td>Extending</td>
</tr>
<tr>
<td>(223, 44, 74)</td>
<td>(224, 45, 74)</td>
<td>2</td>
<td>1</td>
<td>Shortening</td>
</tr>
<tr>
<td>(223, 44, 65)</td>
<td>(224, 45, 65)</td>
<td>2</td>
<td>1</td>
<td>Extending</td>
</tr>
<tr>
<td>(223, 43, 69)</td>
<td>(224, 44, 69)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(230, 43, 69)</td>
<td>(231, 44, 69)</td>
<td>1</td>
<td>2</td>
<td>Extending</td>
</tr>
<tr>
<td>(226, 43, 68)</td>
<td>(227, 43, 68)</td>
<td>2</td>
<td>2</td>
<td>Extending</td>
</tr>
<tr>
<td>(227, 43, 68)</td>
<td>(228, 43, 68)</td>
<td>2</td>
<td>2</td>
<td>Extending</td>
</tr>
<tr>
<td>(235, 43, 69)</td>
<td>(236, 44, 69)</td>
<td>3</td>
<td>2</td>
<td>Extending</td>
</tr>
</tbody>
</table>

### Table 7

<table>
<thead>
<tr>
<th>Best code</th>
<th>Original code</th>
<th>( m )</th>
<th>( d^1 )</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>(225, 43, 65)</td>
<td>(226, 44, 65)</td>
<td>4</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(226, 43, 66)</td>
<td>(227, 44, 66)</td>
<td>3</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(227, 44, 66)</td>
<td>(230, 43, 66)</td>
<td>3</td>
<td>3</td>
<td>Shortening</td>
</tr>
<tr>
<td>(228, 44, 67)</td>
<td>(231, 44, 67)</td>
<td>3</td>
<td>1</td>
<td>Shortening</td>
</tr>
<tr>
<td>(229, 44, 68)</td>
<td>(232, 44, 68)</td>
<td>2</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(230, 44, 68)</td>
<td>(233, 43, 68)</td>
<td>2</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(222, 45, 63)</td>
<td>(223, 44, 63)</td>
<td>2</td>
<td>1</td>
<td>Shortening</td>
</tr>
<tr>
<td>(223, 45, 64)</td>
<td>(224, 44, 64)</td>
<td>2</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(224, 45, 64)</td>
<td>(225, 44, 64)</td>
<td>2</td>
<td>1</td>
<td>Shortening</td>
</tr>
<tr>
<td>(225, 45, 65)</td>
<td>(226, 44, 65)</td>
<td>2</td>
<td>1</td>
<td>Shortening</td>
</tr>
<tr>
<td>(226, 45, 66)</td>
<td>(227, 44, 66)</td>
<td>2</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(228, 45, 66)</td>
<td>(230, 43, 66)</td>
<td>2</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(229, 45, 67)</td>
<td>(231, 44, 67)</td>
<td>2</td>
<td>3</td>
<td>Shortening</td>
</tr>
<tr>
<td>(230, 45, 68)</td>
<td>(232, 44, 68)</td>
<td>2</td>
<td>3</td>
<td>Shortening</td>
</tr>
<tr>
<td>(231, 45, 68)</td>
<td>(223, 44, 68)</td>
<td>2</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(232, 45, 68)</td>
<td>(234, 44, 68)</td>
<td>2</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(223, 45, 69)</td>
<td>(224, 44, 69)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(225, 45, 69)</td>
<td>(226, 44, 69)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(226, 45, 69)</td>
<td>(227, 44, 69)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(227, 45, 70)</td>
<td>(228, 44, 70)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(228, 45, 70)</td>
<td>(229, 44, 70)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(229, 45, 70)</td>
<td>(230, 44, 70)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(230, 45, 70)</td>
<td>(231, 44, 70)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(231, 45, 66)</td>
<td>(232, 44, 66)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(232, 45, 66)</td>
<td>(233, 44, 66)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(233, 45, 66)</td>
<td>(234, 44, 66)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(234, 45, 66)</td>
<td>(235, 44, 66)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(234, 45, 66)</td>
<td>(236, 44, 66)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(235, 45, 66)</td>
<td>(237, 44, 66)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(236, 45, 66)</td>
<td>(237, 44, 66)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(237, 45, 67)</td>
<td>(238, 44, 67)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(238, 45, 67)</td>
<td>(239, 44, 67)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(239, 45, 67)</td>
<td>(240, 44, 67)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(240, 45, 67)</td>
<td>(241, 44, 67)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(241, 45, 67)</td>
<td>(242, 44, 67)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(242, 45, 67)</td>
<td>(243, 44, 67)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
<tr>
<td>(243, 45, 67)</td>
<td>(244, 44, 67)</td>
<td>1</td>
<td>2</td>
<td>Shortening</td>
</tr>
</tbody>
</table>
posed an algorithm for constructing the punctured code with a large minimum Hamming distance using the backtracking method based on this evaluation function. It is especially effective when cyclic codes and the shortened codes are used as the original code of the punctured code because their local weight distribution can be derived by the \( k \)-sparse algorithm [6] or proposed extended \( k \)-sparse algorithm.

Secondly, we proposed the method to evaluate the possibility of constructing the new best code by analyzing the information registered in the database. We can easily choose target \((n, k)\) codes to search by using this method. By searching for the \((n, k)\) codes with high evaluation values, we were able to construct 167 new best codes.

Our newly constructed best codes are guaranteed to be the best codes by deriving the minimum weights using the proposed extended \( k \)-sparse algorithm.
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