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SUMMARY To be suitable in practice, pairings are typically carried out by two steps, which consist of the Miller loop and final exponentiation. To improve the final exponentiation step of a pairing on the BLS family of pairing-friendly elliptic curves with embedding degree 15, the authors provide a new representation of the exponent. The proposal can achieve a more reduction of the calculation cost of the final exponentiation than the previous method by Fouotsa et al.
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1. Introduction

Pairings on elliptic curves enable innovative protocols, e.g., ID-based encryption [1], group signature authentication [2], searchable encryption [3], attribute-based encryption [4], and homomorphic encryption [5]. The elliptic curves on which pairings are defined are typically chosen from families of pairing-friendly elliptic curves, e.g., Barreto-Lynn-Scott (BLS) family [6], Barreto-Naehrig family [7], Kachisa-Schaefer-Scott family [8], and so on. One of the important facts is that these families have fixed polynomial formulas of a field characteristic $p$ and group order $r$ in terms of an integer parameter $u$ where is chosen as both $p$ and $r$ are primes. These families also have a specific embedding degree $k$ where is the smallest integer such that $r \mid (p^k - 1)$. In this paper, the authors focus on the BLS curves with $k = 15$ and try to improve the pairings on those curves, which are suggested for the pairings at the 128-bit security level in the recent works [9] and [10].

To be useful in cryptography, the pairings are typically carried out by two steps, which are the Miller loop and extra exponentiation in a finite field of order $p^k$ to bring the output of the Miller loop to the unique value. This extra exponentiation is called a final exponentiation and that becomes more of a computational bottleneck with a large embedding degree $k$. In fact, the exponent of the final exponentiation is specifically given as $(p^k - 1)/r$. Since $p$ and $r$ are fixed by the polynomials corresponding to the families, Scott et al. gave a systematic method to find short vectorial addition chains to compute the final exponentiation in [11]. In [12], Fuentes et al. also presented a lattice-based method for determining a multiple of the exponent which results in at least as efficient final exponentiation as the method by Scott et al. [11].

For the BLS curves with $k = 15$, in [9], Fouotsa et al. found one of the best multiples of the exponent by using the lattice-based method [12] and provided the steps of computing the final exponentiation as a state-of-the-art method. In contrast, in this paper, the authors present another computation method with a new multiple of the exponent which results in more efficient final exponentiation than the previous method [9]. Indeed, the authors obtain that by using the property of the polynomial parameterization of $p$ for the BLS family, which is also used for expanding the exponent for the BLS curves with $k = 27$ in [13] by Zhang et al. The authors also confirm that the proposal results in reducing at least two multiplications in a finite field of order $p^{15}$ and two inversions in a cyclotomic subgroup from the previous method [9] for the pairing at the 128-bit security level.

The rest of this paper is organized as follows: Section 2 provides a brief fundamental of the final exponentiation. Section 3 describes the previous and proposed computations of the final exponentiation for the pairing on the BLS curves with $k = 15$. Section 4 presents the sample operation counts for the final exponentiation. Finally, Sect. 5 draws the conclusion.

2. The Final Exponentiation

The pairings such that the Tate pairing and its variants are typically computed by two steps, i.e., the Miller loop and final exponentiation. The final exponentiation step is given as a powering $(p^k - 1)/r$ in the finite field of order $p^k$. To achieve fast computation, the exponent is typically broken into two parts as follows [14]:

$$(p^k - 1)/r = [(p^k - 1)/\Phi_k(p)] \cdot [\Phi_k(p)/r],$$

(1)

where $\Phi_k(\cdot)$ is the $k$-th cyclotomic polynomial. The exponentiation by the first part is inexpensive and is called as an easy part, however, that of the second part, i.e., $d = \Phi_k(p)/r$, is more difficult to compute and is called as a hard part.

Since $p$ and $r$ are fixed by polynomials in base an integer $u$ corresponding to the families, several optimizations can be available for the hard part computation. In [11],
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Scott et al. gave a systematic method to reduce the computational complexity of the hard part by representing \( d \) to the polynomial in base \( p \) from the observation that \( p \)-th powering in the finite field is efficiently computed by the Frobenius endomorphism. In the context, \( d \) can be represented as \( d = d_0 + d_1p + \cdots + d_{n-1}p^{n-1} \) where \( n \) is the value of the Euler’s totient function by \( k \) and \( d_i \) for \( 0 \leq i \leq (n-1) \) are polynomial coefficients in base \( u \). Assuming \( f \) is an element after raising to the power of the easy part, one can find short vectorial addition chains to compute \( f \mapsto f^d = f^{d_0} \cdot (f^d)^p \cdot \cdots \cdot (f^{d_{n-1}})^{p^{n-1}} \). In [12], Fuentes et al. proposed to use a multiple \( d' \) of \( d \) such that \( r \parallel d' \) and presented a lattice-based method for determining \( d' \) such that \( f \mapsto f^{d'} \) can be computed at least as efficiently as \( f \mapsto f^d \) applied [11]. An efficient \( d' \) can be found by constructing a rational matrix \( M' \) with dimensions \( \deg(p) \times n \cdot \deg(p) \) and applying LLL algorithm [15] to \( M' \).

3. The BLS Family of Pairing-Friendly Elliptic Curves with \( k = 15 \)

The BLS family of pairing-friendly elliptic curves with \( k = 15 \) are parameterized as the following characteristic \( p \) and group order \( r \):

\[
\begin{align*}
p & = m(u) \cdot \Phi_{15}(u) + u, \\
r & = \Phi_{15}(u),
\end{align*}
\]

where \( m(u) = (u - 1)^2/3 \cdot (u^2 + u + 1) \), \( \Phi_{15}(\cdot) \) is the fifteenth cyclotomic polynomial, and \( u \) is an integer making \( p \) and \( r \) being primes such that \( u \equiv 1 \pmod{3} \). The above parameterization is also found by Duan et al. in [16].

With the above, one can find an efficient representation of \((p^{15} - 1)/r\) or multiple of that which results in a fast final exponentiation in the finite field of degree \( p^{15} \), which is denoted as \( \mathbb{F}_{p^{15}} \). In the following, the authors review the state-of-the-art method by Fouotsa et al. [9] in Sect. 3.1 and describe our proposed method in Sect. 3.2.

3.1 State-of-the-Art Method

In [9], Fouotsa et al. proposed to decompose the exponent as

\[
(p^{15} - 1)/r = [(p^5 - 1)] \cdot [\Phi_3(p^5)/r],
\]

where \( \Phi_3(\cdot) \) is the third cyclotomic polynomial. The first and second parts are corresponding to the easy and hard part, respectively. Note that they dared to use the above decomposition, however, the exponent is typically decomposed as shown in Eq. (1).

For \( d = \Phi_3(p^5)/r \), they found one of the best multiple \( d' \) of \( d \) by the lattice-based method [12]. In the context, they found \( d' = 3u^6 \cdot d' \) which is represented as a polynomial in base \( p \) given as \( d' = d'_0 + d'_1p + \cdots + d'_{10}p^{10} \) where \( d'_i \) for \( 0 \leq i \leq 9 \) are polynomial coefficients given as follows:

\[
\begin{align*}
d'_0 &= -u^6 + u^5 + u^3 - u^2, \\
d'_1 &= -u^5 + u^4 + u^2 - u,
\end{align*}
\]

3c

\[
\begin{align*}
d''_2 &= -u^4 + u^3 + u - 1, \\
d''_3 &= u^{11} - 2u^{10} + u^8 + 2u^7 - u^4 - u^3 + u^2 + 2u + 2, \\
d''_4 &= u^{11} - u^{10} - u^9 + u^6 + u^5 - u^4 - u^3 + u^2 + 2u + 2, \\
d''_5 &= u^{11} - u^{10} - u^9 + u^8 + u^7 + u^3 + u^2 + 3, \\
d''_6 &= u^{10} - u^9 - u^7 + u^6, \\
d''_7 &= u^9 - u^8 - u^6 + u^4, \\
d''_8 &= u^8 - u^7 - u^5 + u^4, \\
d''_9 &= u^7 - u^6 - u^4 + u^3.
\end{align*}
\]

These polynomials verify the following relations.

\[
\begin{align*}
d''_2 &= -(u - 1)^2 \cdot (u^2 + u + 1), \\
d''_3 &= u^2d''_2, \\
d''_4 &= ud''_3, \\
d''_5 &= ud''_4, \\
d''_6 &= ud''_5, \\
d''_7 &= ud''_6, \\
d''_8 &= ud''_7, \\
d''_9 &= ud''_8 + 3, \\
d''_{10} &= v-(d''_4 + d''_7), \\
d''_{11} &= v-(d''_6 + d''_9 + d''_{10}),
\end{align*}
\]

where \( v = d''_2 + d''_5 + d''_8 \).

From the above, for an element \( f \) after raising to the power of the easy part \((p^5 - 1)\), the exponentiation by the hard part \( f \mapsto f^{d''} \) is given by

\[
\begin{align*}
f &= \mu_0 \cdot \mu_1^5, \\
    &= \mu_2 \cdot \mu_3^5, \\
    &= \mu_4 \cdot \mu_5^6, \\
    &= \mu_6 \cdot \mu_7^6, \\
    &= \mu_8 \cdot \mu_9^6, \\
\end{align*}
\]

where \( \mu_i \) for \( 0 \leq i \leq 9 \) are computed by the following sequence of operations.

\[
\begin{align*}
t_0 &= \left(f^{u-1}\right)^{u-1}, \\
t_1 &= t_0^p, \\
t_2 &= t_1^p, \\
t_3 &= t_2^p, \\
t_4 &= t_3^p, \\
t_5 &= t_4^p, \\
t_6 &= t_5^p, \\
t_7 &= t_6^p, \\
t_8 &= t_7^p, \\
t_9 &= t_8^p, \\
t_{10} &= t_9^p.
\end{align*}
\]

3.2 Proposed Method

Unlike Fouotsa et al.’s method [9], the authors decompose the exponent according to Eq. (1) as follows:

\[
(p^{15} - 1)/r = [(p^5 - 1) \cdot (p^2 + p + 1)] \cdot [\Phi_{15}(p)/r],
\]

where the first and second parts are easy and hard parts of the final exponentiation, respectively. With the above decomposition, the authors propose to represent a multiple of \( d = \Phi_{15}(p)/r \) as a polynomial in base \( p \) which are derived.
by the following process.

Since $p$ is parameterized by $p = m(u) \cdot r + u$, the hard part is represented as a polynomial in base $r$ such that $d = \Phi_1(m(u) \cdot r + u)/r$. Since the constant term of numerator of $d$ in base $r$ is $\Phi_1(u) = r$, the denominator of $d$ is easily canceled. Then, the polynomial $d$ in base $r$ can be converted to a polynomial in base $p$ by replacing $r$ with $(p - u)/m(u)$ in a straightforward way. Note that in [13], Zhang et al. also expanded the polynomial of the hard part for the BLS curves with $k = 27$ by using the property of the characteristic of the form $p = m(u) \cdot r + u$ which leads to a recursion relation $p^{2i+1} = m(u) \cdot r \cdot p^i + u \cdot p^i$ where $i$ is a positive integer.

As a result, the authors found that $d = d_0 + d_1 p + \cdots + d_7 p^7$ where polynomial coefficients $d_i$ for $0 \leq i \leq 7$ are given as follows:

\begin{align*}
d_0 &= m(u) \cdot (u^7 - u^6 + u^4 - u^3 + u^2 - 1) + 1, \\
d_1 &= m(u) \cdot (u^6 - u^5 + u^3 - u^2 + u), \\
d_2 &= m(u) \cdot (u^5 - u^4 + u^2 - u + 1), \\
d_3 &= m(u) \cdot (u^4 - u^3 + u - 1), \\
d_4 &= m(u) \cdot (u^3 - u^2 + 1), \\
d_5 &= m(u) \cdot (u^2 - u), \\
d_6 &= m(u) \cdot (u - 1), \\
d_7 &= m(u),
\end{align*}

where $m(u) = (u - 1)^2/3 \cdot (u^2 + u + 1)$. Then, it is observed that the above polynomials already have the following simple relations before the LLL algorithm is applied:

\begin{align*}
d_7 &= (u - 1)^2/3 \cdot (u^2 + u + 1), \\
d_6 &= (u - 1) \cdot d_3, \\
d_5 &= ud_6, \\
d_4 &= ud_3 + d_7, \\
d_3 &= ud_4 - d_7, \\
d_2 &= ud_3 + d_7, \\
d_1 &= ud_2, \\
d_0 &= ud_1 - d_3 + 1,
\end{align*}

which implies that the relations can provide one of the efficient computations for the final exponentiation. Indeed, since there exists a denominator 3 of $d_7$ which leads to a cube root computation, the authors propose to use a minimum multiple $d' = 3 \cdot d$ for a practical final exponentiation. Assuming $d' = d_0 + d_1 p + \cdots + d_7 p^7$ where $d'_i = 3 \cdot d_i$ for $0 \leq i \leq 7$, the polynomials clearly verify the following simpler relations than that of the previous method [9]:

\begin{align*}
d'_0 &= (u - 1)^2 \cdot (u^2 + u + 1), \\
d'_1 &= ud'_6, \\
d'_2 &= ud'_5 + d'_7, \\
d'_3 &= ud'_4 - d'_7, \\
d'_4 &= ud'_3 + d'_7, \\
d'_5 &= ud'_2 + d'_7, \\
d'_6 &= ud'_1 - d'_3 + 3.
\end{align*}

With the above, for an element $f$ after raising to the power of the easy part given as $(p^5 - 1) \cdot (p^2 + p + 1)$, the exponentiation by the hard part $f \mapsto f^{d'}$ is computed as $f^{d'} = v_0 \cdot v_1 \cdot v_2^2 \cdot v_3^3 \cdot v_4^4 \cdot v_5^5 \cdot v_6^6 \cdot v_7^7$ where $v_i = f^{d_i}$ for $0 \leq i \leq 7$ are computed by the following sequence of operations.

\begin{align*}
t_0 &= (f^{u^{-1}})^{u^{-1}}, t_1 = t_0, t_2 = t_1, v_7 = t_0 \cdot t_1 \cdot t_2, \\
v_6 &= v_7^{-1}, v_5 = v_6, v_4 = v_5, v_3 = v_4, v_2 = v_3 \cdot t_3, v_1 = v_4 \cdot t_3, v_0 = v_5 \cdot t_3 \cdot f^2 \cdot f,
\end{align*}

where $t_i$ for $0 \leq i \leq 3$ are variables.

As a result, the calculation cost of powering the easy part is one $p, p^2, p^3$-Frobenius endomorphisms, one inversion, and three multiplications in $\mathbb{F}_{p^5}$. The calculation cost of powering the hard part is three exponentiations by $(u - 1)$, eight exponentiations by $u$, fifteen multiplications, one squaring, one $p, p^2, p^3, p^4, p^5, p^6, p^7$-Frobenius endomorphisms in $\mathbb{F}_{p^5}$, and one inversion in the cyclotomic subgroup of order $\Phi_3(p^5)$. Note that $f$ is also an element in the cyclotomic subgroup of order $\Phi_3(p^5)$.

Comparing the previous and proposed methods, the proposed method results in reducing three multiplications, three inversions in the cyclotomic subgroup of order $\Phi_3(p^5)$, and one $p^5, p^9$-Frobenius endomorphisms, replacing one exponentiation by $u$ with one exponentiation by $(u - 1)$, and increasing one $p, p^2$-Frobenius endomorphisms from the previous one. Thus, it is considered that the proposed method can achieve more efficient final exponentiation than the previous one.

\textbf{Remark 1}. One more important fact is that the derivation of the coefficients of the polynomial $\Phi_k(p)/r$ in base $p$ by using the property that the parameterization of $p$ can be available for the BLS curves with an arbitrary embedding degree $k$. Moreover, from the observation of Eqs. (7a) to (7h), there is a possibility that the coefficients are systematically obtained and those verify one of the simplest relations which leads to an efficient final exponentiation for arbitrary BLS curves.

\section{Sample Operation Costs}

In this section, the authors show the operation counts for the final exponentiation of the pairing at the 128-bit security level. In the following, let $M_1, S_1$, and $I_1$ denote calculation costs of multiplication, squaring, inversion in a finite field of order $p^i$ where $i$ is a positive integer. Let $I_c$ denote a calculation cost of an inversion in the cyclotomic subgroup of order $\Phi_3(p^5)$.

The authors use the parameter $u$ which is proposed by Fouotsa et al. in [9] given as follows:

\begin{equation}
u = 2^{31} + 2^{19} + 2^5 + 2^2,
\end{equation}

where $u$ has a 32-bit length with a Hamming weight $\text{HW}(u) = 4$. The parameter provides $p$ and $r$ with 383-bit and 249-bit length which is closed to the 256-bit as required to have 128-bit security on elliptic curves, respectively.

With the square-and-multiply algorithm, the exponentiation by $u$ given in Eq. (8) in $\mathbb{F}_{p^{15}}$ which is appeared in the hard part is performed by $31 S_1 + 3 M_1$. The exponentiation by $(u - 1)$ in $\mathbb{F}_{p^{15}}$ is also performed by $31 S_1 + 4 M_1 + I_c$. Thus, according to the calculation costs of the final exponentiation given in Sect. 3, the calculation cost of the proposed hard part is computed as $3 \cdot (31 S_1 + 4 M_1 + I_c) + 8 \cdot (31 S_1 + 4 M_1 + I_c) = 8 \cdot (31 S_1 + 4 M_1 + I_c).$
Table 1  The number of operations in $\mathbb{F}_{p^{15}}$ for computing single final exponentiation of the pairing at the 128-bit security level.

<table>
<thead>
<tr>
<th>Method</th>
<th>$M_{15}$</th>
<th>$S_{15}$</th>
<th>$I_{15}$</th>
<th>Froeb.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fouotsa et al.</td>
<td>56</td>
<td>342</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>This work</td>
<td>54</td>
<td>342</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2  The calculation cost of operations in $\mathbb{F}_{p^{15}}$.

<table>
<thead>
<tr>
<th>Operations</th>
<th>Calculation Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiplication $M_{15}$</td>
<td>$45M_1$</td>
</tr>
<tr>
<td>Squaring $S_{15}$</td>
<td>$45S_1$</td>
</tr>
<tr>
<td>Inversion $I_{15}$</td>
<td>$126M_1 + 23S_1 + 1I_1$</td>
</tr>
<tr>
<td>Cyclic inversion $I_c$</td>
<td>$27M_1 + 27S_1$</td>
</tr>
<tr>
<td>Frobenius $p^5$</td>
<td>$10M_1$</td>
</tr>
<tr>
<td>Frobenius $p; p^2; p^3; p^4; p^5; p^6; p^7; p^8; p^9$</td>
<td>$14M_1$</td>
</tr>
</tbody>
</table>

3$M_{15}$ + 15$M_{15}$ + 1$S_{15}$ + 1$I_c$ = 51$M_{15}$ + 342$S_{15}$ + 4$I_c$ with one $p; p^2; p^3; p^4; p^5; p^6; p^7; p^8; p^9$-Frobenius endomorphisms. Adding the cost of the easy part, i.e., 3$M_{15}$ + 1$I_{15}$ with one $p; p^2; p^3$-Frobenius endomorphisms, the proposed final exponentiation is performed by 54$M_{15}$ + 342$S_{15}$ + 1$I_{15}$ + 4$I_c$ with one $p^3; p^4; p^5; p^7$ and two $p; p^2; p^3$-Frobenius endomorphisms. In the same manner, the calculation cost of the previous one is obtained as shown in Sect. 8.1 in [9]. The details of the number of the operations in $\mathbb{F}_{p^{15}}$ for these final exponentiations are summarized in Table 1. According to [9], since the calculation costs of the operations in $\mathbb{F}_{p^{15}}$ can be written as Table 2, the number of operations in a prime field $\mathbb{F}_p$ for the final exponentiations are also determined as Table 3.

Comparing the operation counts of Table 1, the proposed method results in reducing 2$M_{15}$ + 2$I_c$ and one $p^8; p^{10}$-Frobenius endomorphisms from the previous final exponentiation. Although the proposal also results in increasing one $p$ and $p^2$-Frobenius endomorphisms, the reduced calculation costs are still larger than the increased ones. Moreover, Table 3 also shows that the proposed method results in reducing 144$M_1$ + 54$S_1$ from the previous ones. Thus, the authors conclude that the proposed method clearly more effective than the previous one.

5. Conclusion

In this paper, the authors present a new method of computing the final exponentiation for the pairing on the BLS family of pairing-friendly elliptic curves with $k = 15$ by using the property of the characteristic of the BLS family. The proposed method contributes more reduction of the calculation costs of the final exponentiation than the state-of-the-art one given by Fouotsa et al. As one of future works, the authors would like to confirm the possibility described in Remark 1 and try to improve the final exponentiation for arbitrary BLS curves.
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