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SUMMARY Revisiting the Sekine-Imai-Tani top-down algorithm to compute the BDD of all spanning trees and the Tutte polynomial of a given graph, we explicitly analyze the Fixed-Parameter Tractable (FPT) time complexity with respect to its (proper) pathwidth, \(pw\) (\(pw\)), and obtain a bound of \(O^*(\text{Bell}_{\min (pw+1,pw)})\), where \(\text{Bell}_n\) denotes the \(n\)-th Bell number, defined as the number of partitions of a set of \(n\) elements. We further investigate the case of complete graphs in terms of Bell numbers and related combinatorics, obtaining a time complexity bound of \(\text{Bell}_{n-O(n/(\log n))}\).
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1. Introduction

A Binary Decision Diagram (BDD) represents the truth table of a Boolean function in a compact manner, which can be naturally used to represent a family of sets. The renowned bottom-up algorithm to construct the BDD devised by Bryant [1] makes it possible to solve large-scale logical/combinatorial problems in practice. However, there is an issue with the time complexity of this bottom-up algorithm, i.e., it takes a prohibitively long time in the process of combining intermediate BDDs for substructures even if the final BDD is small enough to handle.

Aiming at developing a mildly exponential-time algorithm for computing the Tutte polynomial of a graph, Sekine, Imai and Tani [2] presented a top-down algorithm to construct the BDD of all spanning trees for a given graph. It is natural to consider a top-down algorithm, as opposed to the bottom-up one, but then it becomes necessary to test the equivalence of intermediate BDDs of substructures. They overcome this difficulty for the case of expressing all spanning trees, and reduce the equivalence test to that of partitions of an elimination front, a subset of vertices produced by the top-down construction. The number of partitions of an \(n\)-element set is known as Bell number, denoted by \(\text{Bell}_n\).

To show the efficiency of the top-down algorithm, specifically to bound the size of the elimination front, they consider a class of graphs which have small-size separators. For an \(n\)-vertex graph \(G = (V,E)\) with vertex set \(V\) \((n = |V|)\) and edge set \(E\), a subset \(S\) of \(V\) is a 2/3-separator of size \(|S|\) if the removal of \(S\) results in disjoint connected components, each consisting of at most 2\(|V|/3\) vertices. From now on in this paper, we use the term “separator” to refer to 2/3-separators. The famous planar separator theorem by Lipton and Tarjan [3] states that an \(n\)-vertex planar graph has a separator of size \(O(\sqrt{n})\) which can be found in \(O(n)\) time.

For an \(n\)-vertex planar graph, planarity reduces the number of partitions on the elimination front of size \(k\) to the Catalan number \(C_k\) of order \(k\), and it implies that there is a BDD of size \(O^*(C_{\sqrt{n}})\), where \(O^*\) notation ignores factors polynomial in \(n\). For an \(n\)-vertex graph with \(K_3\)-minor, there is a BDD of size \(O^*(\text{Bell}_{O(\sqrt{n^3})})\). By traversing the BDD of spanning trees from the top level by level, the Tutte polynomial [4] can be computed in time proportional to the size of the BDD as in [2]. For the importance of the Tutte polynomial, see [5], [6]. Computing the Tutte polynomial is \#P-complete [7], and our algorithm, to be shown in Sec. 4, is an FPT algorithm parameterized by \(pw(G)\). By virtue of fertile applications of the Tutte polynomial, a variety of results based on the results in [2] are presented for graphs, networks, knots and matroids [8]–[11]. It should be noted that Knuth [12] presented a general top-down construction, called frontier method, of BDDs and Zero-suppressed binary Decision Diagrams (ZDDs), where ZDDs were proposed by Minato [13].

This paper revisits the results in [2] from the viewpoint of exact exponential algorithms and Fixed-Parameter-tractable (FPT) algorithms, specifically those concerning the pathwidth of a graph, and gives results connecting them. In graph minor theory developed by a series of papers by Robertson and Seymour starting from [14] many graph parameters such as treewidth, branchwidth, pathwidth, etc., are shown to capture essential characteristics of graphs. In the systematic framework of FPT algorithms by Downey and Fellows [15], FPT graph algorithms, with respect to such width parameters, have been one of the central research subjects in algorithmic graph theory. Furthermore, separators and treewidths are tightly related. As an easy example, an \(n\)-vertex graph of bounded treewidth has 2/3-separator of size \(O(\log n)\). We describe the implications and direct applications of the above-mentioned good classes of graphs (classes whose graphs have small separators).

The BDD of spanning trees uses a linear ordering of edges, and hence it has connection with the pathwidth. In fact, it is more or less straightforward to show that, for a graph \(G\) of pathwidth \(k = pw(G)\), there is an edge ordering such that the size of the elimination front is at most \(k + 1\). We also show that, for a graph \(G\) of proper pathwidth \(k' = pw(G)\),
there is an edge ordering such that the size of the elimination front is bounded by \( k' \). Hence, the elimination front size is bounded by \( \min\{pw(G) + 1, \; ppw(G)\} \). Since \( pw(G) \leq ppw(G) \), the bound is \( pw(G) \) when \( pw(G) = ppw(G) \) and \( pw(G) + 1 \) otherwise.

The general case is also investigated, and the BDD size is analyzed for a complete graph \( K_n \), the supergraph which contains all \( n \)-vertex graphs. The BDD size for \( K_n \) gives an upper bound for that of any other \( n \)-vertex graph. BDDs for complete graphs up to 18 vertices and 153 edges, and for grid graph up to \( 17 \times 17 \) vertices and 544 edges are computed, and their bounds are discussed from the standpoint of these results.

## 2. Preliminaries on BDD of Spanning Trees of a Graph

In this section, we give a simple explanation of the BDD representing all spanning trees originally proposed in [2]. For the original definition of the BDD of a Boolean function, we refer to [1], [16]. As in [2] we consider the Quasi-reduced Ordered Binary Decision Diagram (QOBDD), by applying only the merging rule (Remove Duplicate Terminals and Remove Duplicate Nonterminals in [16]). In our case we consider the BDD of a Boolean function \( f_{\text{tree}} \) on \( \{0, 1\}^E \) which takes value 1 (true) when the input is a characteristic vector of a spanning tree of \( G \) and 0 (false) otherwise. In a truth assignment of \( \{0, 1\} \) on \( E \), we call an edge as 1-edge (0-edge) if its corresponding assignment is 1 (0), respectively.

A key concept in analyzing the BDD width are the elimination front and its partitions, both introduced in [2]. With regard to QOBDD, the ordering of Boolean variables is fixed, which corresponds to the ordering of edges. Suppose we are dealing with a BDD which proceeds based on an ordering of the edges \( (e_1, e_2, \ldots, e_m) \). For the \( k \)-th level of this BDD, we call the set of vertices that are adjacent to at least one edge \( e_i \) with \( i \leq k \) and at least one edge \( e_j \) with \( j > k \) elimination front. Each node in the \( k \)-th level of this BDD is associated with a partition of the elimination front. This partition can be obtained by considering the vertices in the elimination front when edges are contracted (full lines) or deleted (dotted lines), as shown in [2]. Here, a partition of a set is a family of subsets of the set such that any pair of subsets are disjoint and their union becomes the whole set.

As shown in Fig. 1, we proceed by iteratively marking edges in the order given, and considering partitions of the respective elimination fronts at each level. From this figure, the width of this BDD at the \( k \)-th level, which is the number of nodes in the \( k \)-th level, is seen to be at most the number of partitions of the \( k \)-th elimination front.

The width of the BDD is the maximum width over all levels. In order to use the BDD in a reasonable manner, it is necessary to keep the width of the BDD small. For example, if the width of any level becomes too large, there is the possibility that there will not be enough space available to finish the computation. We must then analyze the size of the width for our BDD-based algorithms and, in the particular case of the BDD proposed in this paper, try to find a good ordering of the edges so that the elimination front does not become too large.

## 3. BDD Representing All Spanning Trees of a Complete Graph

As described in the last Section, Sekine, Imai, Tani [2] presented an algorithm to compute the BDD representing all of its spanning trees, and the following is given there.

**Theorem 1** ([2]). For a simple, connected graph of \( n \) vertices, the width of the BDD representing all spanning trees is bounded by Bell_{\( n-2 \)}, where Bell_{\( a \)} is the \( a \)-th Bell number, the number of partitions of a set of \( a \) elements.

In this paper we improve the bound, and obtain the following.

**Theorem 2.** The width of the BDD is bounded by Bell_{\( n \)} \( \sim O(n/\log n) \).

To prove this theorem, we use a lower bound for the Bell number, which is not so tight but is enough to show our asymptotic bound.

**Lemma 1.** For integers \( a > 0 \) and \( b \geq 3 \), we have Bell_{\( a \)} \( \geq b^a - b \).

**Proof.** The remarkable formula of Dobinski [17], [18] is given by

\[
\text{Bell}_{\( a \)} = \frac{1}{e} \sum_{j=0}^{\infty} \frac{j^a}{j!}.
\]

Considering the term where \( j = b \) in the sum above, and using the inequality

\[
\ln b! = \frac{1}{2} \ln b + \frac{1}{2} \sum_{i=1}^{b-1} (\ln i + \ln (i+1)) \leq \ln b - b + 1 + \frac{1}{2} \ln b,
\]

we have the lemma for \( b \geq 3 \).

\(\square\)
Proof of Theorem 2.

For integers \( a \geq 17, b := \lfloor a/\ln a \rfloor \geq 6 \) and \( c := \lfloor b/e \rfloor - 1 \geq 1 \), we have \( (c+1)^{a-c+1} < \text{Bell}_{a-c+1} \).

\[ \text{Proof.} \] From Lemma 1, we have

\[
\frac{\text{Bell}_{a-c+1}}{(c+1)^{a-c+1}} > (a-c+1) \frac{b}{c+1} - b \ln b
\]

\[
> a - \frac{a}{\ln a} - c + 1 = \frac{a}{\ln a} \ln a - c + 1 > 0
\]

where we use \( b/(c+1) \geq e \) and \( b \leq a/\ln a. \)

\[ \square \]

Lemma 2. For integers \( a \geq 17, b := \lfloor a/\ln a \rfloor \geq 6 \) and \( c := \lfloor b/e \rfloor - 1 \geq 1 \), we have \( (c+1)^{a-c+1} < \text{Bell}_{a-c+1} \).

\[ \text{Proof.} \] From Lemma 1, we have

\[
\frac{\text{Bell}_{a-c+1}}{(c+1)^{a-c+1}} > (a-c+1) \frac{b}{c+1} - b \ln b
\]

\[
> a - \frac{a}{\ln a} - c + 1 = \frac{a}{\ln a} \ln a - c + 1 > 0
\]

where we use \( b/(c+1) \geq e \) and \( b \leq a/\ln a. \)

\[ \square \]

Lemma 3. For integer \( a \geq 3, f(x) = x^{-x+a+2} \) is monotonically increasing for \( x \) with \( 2 \leq x \leq \frac{a}{\ln a} + 1 < \frac{2a}{\ln a}. \)

\[ \text{Proof.} \] \( (\ln f(x))^\prime = -\ln x + (a+2)/x-1 \) has a single root \( y > 2 \). It is straightforward to check \((\ln f)^\prime(2)\) and \((\ln f)^\prime\left(\frac{2a}{\ln a}\right)\) are positive, and the lemma holds.

\[ \square \]

With the lemmas above in hands, we can prove Theorem 2. To facilitate understanding, we show how the width of each level of the BDD corresponding to \( K_n \) varies in Fig. 2. For completeness, we also show how the width of each level of the BDD corresponding to the \( 18 \times 18 \) grid graph varies in Fig. 3.

\[ \text{Proof of Theorem 2.} \] We need only consider the case of a complete graph \( K_n \) of \( n \) vertices, since any graph with \( n \) vertices can be obtained from \( K_n \) by deleting edges and, thus, the size of the BDD of \( K_n \) serves as an upper bound for the size of the BDD of the graph considered in the Theorem. As described in Sekine, Imai, Tani [2], we arbitrarily order the \( n \) vertices of the graph into \( v_1, v_2, \ldots, v_n \), and then order edges \( e_k = (v_i, v_j) \) with \((i, j)\) in lexicographic order, as \( e_1, \ldots, e_6 \) in the example given in Fig. 1. We call this ordering of the edges a lexicographic edge ordering for a given vertex ordering. Let \( c := \lfloor n/\ln n \rfloor /e - 1 \) (this value is chosen to work well with Lemma 3 below).

For each \( i \in \{1, \ldots, c\} \), consider the levels corresponding to the edges \( (v_i, v_{i+1}), \ldots, (v_i, v_{n-1}), (v_i, v_n) \). The width of the BDD does not decrease for \((v_i, v_j)\) when \( j \) goes from \( i + 1 \) to \( n - 1 \), because both \( v_i \) stays in the elimination front and \( v_j \) either is added to it or stays in it. The width decreases for \( j = n \) because both \( v_i \) and \( v_n \) are removed from the elimination front. Hence, for each \( i \in \{1, \ldots, c\} \) the maximum width is attained at \( j = n - 1 \). The BDD width for the level corresponding to the edges \((v_i, v_{n-1}), i \in \{1, \ldots, c\}\), can be bounded by the number of partitions of \( \{v_i, \ldots, v_{n-1}, v_n\} \), because the elimination front is contained in it. Any pair of vertices among \( \{v_i, \ldots, v_{n-1}, v_n\} \) may only be contracted to the same vertex in the BDD if the edges that connect them to some \( v_k \in \{v_1, \ldots, v_i\} \) are contracted. Hence the number of sets of size \( 2 \) or more in the partition is bounded by \( i = \lfloor n/v_i \rfloor \). Sets consisting of a single vertex in the partition may be handled as a set of such single elements, and then the number of partitions for \( \{v_i, \ldots, v_{n-1}, v_n\} \) of \( n-i+1 \) elements is bounded by \((i+1)^{n-i+1}\). Therefore, for \( i \in \{1, \ldots, c\}, j \in \{i+1, \ldots, n\}\), the width at levels corresponding to the edges \((v_i, v_j)\) is bounded by \((i+1)^{n-i+1}\), which is bounded by \((c+1)^{n-c+1}\) due to Lemma 3, which is bounded by \( \text{Bell}_{n-c+1} \) due to Lemma 2. In summary, for \( i \in \{1, \ldots, c\}, j \in \{i+1, \ldots, n\}\) the width of the BDD with levels corresponding to the edges \((v_i, v_j)\) is bounded by \( \text{Bell}_{n-c+1} \).

Next, we consider the levels corresponding to the remaining edges \((v_i, v_j), i \in \{c+1, \ldots, n\}, j \in \{i+1, \ldots, n\}\). For all of those levels, the vertices \( v_1, v_2, \ldots, v_c \) cannot possibly be elements of the elimination front. It follows that the elimination front size is at most \( n-c \), and the width of those levels is bounded by \( \text{Bell}_{n-c} \). We thus obtain the theorem.

\[ \square \]

Using a machine with memory size of 300 GB, we computed BDDs for moderately large graphs. The sizes of the obtained BDDs become as in Table 1 and Table 2.

4. FPT Algorithm with Respect to the Pathwidth

Our goal in this section is to design a BDD-based FPT algorithm to compute all spanning trees of a graph \( G \) using an ordering of the edges based on path decompositions of \( G \).

First we define (proper) interval graphs. Given \( n \) intervals on a line, the interval graph is their intersection graph, i.e., each interval is represented by a vertex and two vertices
Table 1  Sizes of BDDs representing all spanning trees of the complete graph $K_n$ (numbers for $n = 2, \ldots, 12$ are shown in [2]), where $n$ and $m$ represent the numbers of vertices and edges of the graph, respectively.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$m$</th>
<th>BDD width</th>
<th>BDD size</th>
<th>#(trees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>5</td>
<td>20</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>14</td>
<td>67</td>
<td>125</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>42</td>
<td>225</td>
<td>1296</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>130</td>
<td>774</td>
<td>10607</td>
</tr>
<tr>
<td>8</td>
<td>28</td>
<td>406</td>
<td>2765</td>
<td>262144</td>
</tr>
<tr>
<td>9</td>
<td>36</td>
<td>1266</td>
<td>10292</td>
<td>4782969</td>
</tr>
<tr>
<td>10</td>
<td>45</td>
<td>3926</td>
<td>39891</td>
<td>$10^8$</td>
</tr>
<tr>
<td>11</td>
<td>55</td>
<td>15106</td>
<td>160837</td>
<td>$2.36 \times 10^9$</td>
</tr>
<tr>
<td>12</td>
<td>66</td>
<td>65232</td>
<td>673988</td>
<td>$6.20 \times 10^{10}$</td>
</tr>
<tr>
<td>13</td>
<td>78</td>
<td>279982</td>
<td>2932313</td>
<td>$1.79 \times 10^{12}$</td>
</tr>
<tr>
<td>14</td>
<td>91</td>
<td>1191236</td>
<td>13227701</td>
<td>$5.67 \times 10^{13}$</td>
</tr>
<tr>
<td>15</td>
<td>105</td>
<td>5021562</td>
<td>61780185</td>
<td>$1.95 \times 10^{15}$</td>
</tr>
<tr>
<td>16</td>
<td>120</td>
<td>20983928</td>
<td>298329384</td>
<td>$7.21 \times 10^{16}$</td>
</tr>
<tr>
<td>17</td>
<td>136</td>
<td>9546529</td>
<td>148754714</td>
<td>$2.86 \times 10^{18}$</td>
</tr>
<tr>
<td>18</td>
<td>153</td>
<td>51558869</td>
<td>7649388018</td>
<td>$1.21 \times 10^{20}$</td>
</tr>
</tbody>
</table>

Table 2  Sizes of BDDs representing all spanning trees of $k \times k$ grid graphs (numbers for $k = 2, \ldots, 12$ are shown in [2]), where $n$ and $m$ represent the numbers of vertices and edges of the graph, respectively.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$n$</th>
<th>$m$</th>
<th>BDD width</th>
<th>BDD size</th>
<th>#(trees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>12</td>
<td>5</td>
<td>47</td>
<td>192</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>24</td>
<td>14</td>
<td>252</td>
<td>100352</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>40</td>
<td>42</td>
<td>1260</td>
<td>557568000</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>60</td>
<td>132</td>
<td>6002</td>
<td>$3.26 \times 10^{13}$</td>
</tr>
<tr>
<td>7</td>
<td>49</td>
<td>84</td>
<td>429</td>
<td>27646</td>
<td>$1.99 \times 10^{19}$</td>
</tr>
<tr>
<td>8</td>
<td>64</td>
<td>112</td>
<td>1430</td>
<td>124330</td>
<td>$1.26 \times 10^{20}$</td>
</tr>
<tr>
<td>9</td>
<td>81</td>
<td>144</td>
<td>4862</td>
<td>549382</td>
<td>$8.32 \times 10^{23}$</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>180</td>
<td>16796</td>
<td>2395385</td>
<td>$5.69 \times 10^{23}$</td>
</tr>
<tr>
<td>11</td>
<td>121</td>
<td>220</td>
<td>58786</td>
<td>10336173</td>
<td>$4.03 \times 10^{25}$</td>
</tr>
<tr>
<td>12</td>
<td>144</td>
<td>264</td>
<td>208012</td>
<td>44232654</td>
<td>$2.95 \times 10^{26}$</td>
</tr>
<tr>
<td>13</td>
<td>169</td>
<td>312</td>
<td>742900</td>
<td>188016911</td>
<td>$2.24 \times 10^{27}$</td>
</tr>
<tr>
<td>14</td>
<td>196</td>
<td>364</td>
<td>2674440</td>
<td>794743388</td>
<td>$1.75 \times 10^{28}$</td>
</tr>
<tr>
<td>15</td>
<td>225</td>
<td>420</td>
<td>9694845</td>
<td>3343655069</td>
<td>$1.42 \times 10^{32}$</td>
</tr>
<tr>
<td>16</td>
<td>256</td>
<td>480</td>
<td>35357670</td>
<td>1401050766</td>
<td>$1.18 \times 10^{37}$</td>
</tr>
<tr>
<td>17</td>
<td>289</td>
<td>544</td>
<td>129644790</td>
<td>58513932154</td>
<td>$1.02 \times 10^{43}$</td>
</tr>
</tbody>
</table>

are connected by an edge if the two corresponding intervals intersect. A proper interval graph is an interval graph where no interval properly contains another interval [19].

The pathwidth of a graph can be characterized by interval graphs [20]. Theorem 29 in the last reference states that, for a graph $G$, the pathwidth of $G$ is at most $k − 1$ if and only if interval thickness is at most $k$, where the interval thickness of $G$ is the smallest maximum clique size of an interval graph containing $G$ as its subgraph. The proper pathwidth of $G$ is defined by restricting the interval graph to a proper interval graph.

Proposition 1. For any graph $G$ of $n$ vertices, there exists an ordering of the edges in which the size of the elimination front is bounded by $pw(G) + 1$.

Proof. As discussed above, there exists an interval graph of $n$ intervals with maximum clique of size $pw(G) + 1$, and with endpoints having different coordinates $[1, 2, \ldots, 2n]$. Furthermore, this graph contains $G$ as a subgraph, thus a bound on the size of its elimination front implies a bound on the size of the elimination front of $G$. We initially order its vertices in increasing order of their right endpoints. Using this vertex ordering $v_1, \ldots, v_n$, we order the edges in the lexicographic order, obtaining an edge ordering $e_1, e_2, \ldots, e_m$. Consider an arbitrary level $k$ corresponding to the edge $e_k = (v_m, v_n)$, $m < n$, in the BDD of this interval graph. From the way we ordered the edges, we can say that (i) all the edges $e_i$ adjacent to a vertex in $v_1, \ldots, v_{m−1}$ are such that $i < k$; (ii) all the edges $e_i = (v_p, v_q)$, where $m < p < q$ are such that $e_i > k$. It follows that all the vertices in the elimination front are adjacent to $v_m$ (or equal to $v_m$), and thus the size of the elimination front is bounded by the maximum clique size of the interval graph, i.e. $pw(G) + 1$.

Proposition 2. For any graph $G$, there exists an ordering of the edges in which the size of the elimination front is bounded by $ppw(G)$.

Proof. By an argument similar to the one in the proof of the proposition above, we need only consider the case of a graph which is a proper interval graph with maximum clique size $ppw(G)$ (containing $G$ as a subgraph). We again use the lexicographic edge ordering as above. For a vertex $v$, let $I(v)$ denote its corresponding interval. Consider an arbitrary level $k$ corresponding to the edge $e_k = (v_i, v_j), i < j$, in the BDD of this interval graph. Let $v_{(1)}, \ldots, v_{(k)}$ (in increasing order) be vertices whose intervals intersect with the right endpoint of $I(v_i)$. Due to the properness of the interval graph, $v_{(k)}$ cannot be on the elimination front, so its size is at most $ppw(G)$. When the edge $(v_i, v_{(k)})$ is searched, the elimination front contains $v_{(k)}$, but does not contain $v_i$ anymore (we call this situation good). Thus, this elimination front has size at most $ppw(G)$.

It should be noted that if a general interval graph $G$ necessarily encounters a good situation, its elimination front size becomes bounded by $pw(G)$.

Now we are ready to use the theorem below to bound the width of the BDD of our algorithms.

Theorem 3 (Sekine, Imai, Tani [2]). Let $l$ be the maximum size of the elimination front for a given edge ordering. Then, the width of the BDD of all spanning trees of $G$ by the partition isomorphism is bounded by $Bell_l$.

Corollary 1. Given a graph $G$ with its (proper) interval graph representation of interval thickness $pw(G)$, we can compute an edge ordering such that the maximum size of elimination front is $min\{pw + 1, pw\}$ and the BDD width is bounded by $Bell_{min\{pw + 1, pw\}}$.

Here we describe some examples. For two integers $h$ and $k$ with $h \leq k$, consider an $h \times k$ grid graph with $hk$ vertices and $2hk − k − h$ edges. The pathwidth of the grid graph is $h$ (e.g., see [20]), and it can be seen that the proper pathwidth is also $h$. Hence, the elimination front size can be bounded by $h$.

We can also consider a $h \times k \times l$ three-dimensional grid
graph, for integers $h \leq k \leq l$. It has been proven that, in the general case, the bandwidth of such a graph equals its pathwidth [21]. But it is also known that the bandwidth of any graph coincides with their proper pathwidth, and the size of its elimination front can be bounded by $hh$ if $h+k-2 \leq l$, and $h h - \left(\lfloor h + k - l - 1 \rfloor^2 / 4 \right)$ otherwise [22].

The (two-dimensional) grid graph is planar, which makes the number of possible partitions on the elimination front smaller than the Bell number [2], and the BDD width of its elimination front can be bounded by $\mathcal{O}(n^2)$, where $C_h$ is the $h$-th Catalan number. In Table 2, for each $k = 2, \ldots, 17$ the width of the BDD of the square grid graph is equal to $C_k$.

5. Connection with Separator Theorems

We note here that the relationship between treewidth, pathwidth and separators is well known. A graph with treewidth $tw$ has a separator of size $tw$, but the opposite does not hold necessarily [23]. Furthermore, a graph with pathwidth $pw$ has a separator of size $pw$, and additionally if the size of the separator is given by $O(n^\sigma)$, for some $\sigma$ with $0 < \sigma < 1$, (respectively $O(1)$), the pathwidth equals $O(n^\sigma)$ (respectively $O(\log n)$).

The planar separation theorem, cited in the introduction, has been extended to wider classes of graphs by many researchers (e.g., [24]), and Kawarabayashi and Reed [22] showed that an $n$-vertex graph with no $K_t$-minor for some integer $t$ has a $2/3$-separator of size $O(t \sqrt{n})$, and further showed and sketched that this separator can be found in $O(n^2)$ and $O(n^{1+\epsilon})$ time, respectively, for any $\epsilon > 0$. They also showed that for an $n$-vertex planar graph there is a good edge ordering, computable in $O(n \log n)$ time, such that the size of the elimination front is $O(\sqrt{n})$. Applying the same arguments, it can be shown that for an $n$-vertex graph with no $K_t$-minor, there is an edge ordering, computable in $O(n^2)$' time for any $\epsilon' > 0$.

Graphs having nice separators are known in a class of geometric graphs, such as sphere-packing graphs [25], finite element meshes [26], string graphs [27].

6. Conclusion

In this paper, we revisit an earlier BDD-based algorithm to enumerate spanning trees and compute Tutte polynomials of graphs, and improve previous bounds on the the width of the BDD generated by it. We further propose an FPT alternative of this algorithm, based on the path decomposition of the graphs.
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