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SUMMARY In this paper, the quality and transferred data based video bitrate control method for web-conferencing services is proposed, aiming to reduce transferred data by suppressing excessive quality. In web-conferencing services, the video bitrate is generally controlled in accordance with the network conditions (e.g., jitter and packet loss rate) to improve users’ quality. However, in such a control, the bitrate is excessively high when the network conditions are sufficiently high (e.g., high throughput and low jitter), which causes an increased transferred data volume. The increased volume of data transferred leads to increased operational costs, such as network costs for service providers. To solve this problem, we developed a method to control the video bitrate of each user to achieve the required quality determined by the service provider. This method is implemented in an actual web-conferencing system and evaluated under various conditions. It was shown that the bitrate could be controlled in accordance with the required quality to reduce the transferred data volume.
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1. Introduction

In recent years, the use of web-conferencing has drastically increased along with the promotion of telework. Many web-conferencing services are provided, such as Cisco Webex [1], Zoom [2], and Microsoft teams [3]. Since not only audio data but also video data are transferred in many cases, a large amount of data needs to be transferred to provide comfortable communication. However, an increase in the amount of transferred data leads to increased operational costs (e.g., data transfer cost for cloud service) and capital expenditures (e.g., the cost of communication equipment for on-premises). Therefore, to maintain the quality with which users are comfortable while reducing transferred data, service providers need to control the video bitrate of web-conferencing.

Web real-time communication (WebRTC) is a well-known technology for web-conferencing. WebRTC is standardized by the World Wide Web Consortium (W3C) [4] and the Internet Engineering Task Force (IETF) [5] and provides browser-based and mobile application-based real-time communication. WebRTC is widely used in web-conferencing, and many types of open source software (OSS) are provided [6–8]. In WebRTC, clients communicate peer-to-peer, so the processing load on the end-user’s device increases when many users participate in the meeting. As a result, the number of users is limited.

To address the issue with the limitation of users, multi-point control unit (MCU) [9], and selective forwarding unit (SFU) are proposed. In MCU, the media data uploaded by all clients is synthesized at the MCU server and delivered to each client as one stream. This process reduces the number of processing streams for each client, thereby reducing the load on the client. On the other hand, the MCU server requires a high processing capability because video synthesis processing is needed. In SFU, the media data is delivered to each client without a synthesis process at the SFU server. The processing stream of the client is larger than that of the MCU, so the processing load of the client is increased. However, the processing capability of the SFU server is not required because the video synthesis process is not performed. Therefore, the equipment cost of SFU is lower than that of MCU, so SFU is widely used. Simulcast is one of the quality improvement methods at SFU. In simulcast, the sending client delivers multiple-quality videos to the SFU server, and the SFU server selects the suitable video bitrate for each received client in accordance with the received client’s network condition (i.e., available bandwidth). Therefore, although quality can be improved, each client’s uploaded data increases.

Many bitrate control methods for web-conferencing have been proposed [10–12]. Google congestion control (GCC) [10, 11] is one of the most common congestion control algorithms in WebRTC. GCC controls the quality of video streams on the basis of network conditions (e.g., jitter and packet loss rate). However, it may increase the amount of transferred data because excessive quality is realized in extremely high network conditions (e.g., high throughput and low jitter).

To address the above issues, the video bitrate needs to be controlled to the appropriate quality to reduce the amount of transferred data. To do this, a bitrate control method for SFU was proposed that considers video quality and transferred data [13]. The reasons for targeting SFU are as follows: 1) MCU can send multiple quality levels of synthesized video depending on the network conditions to each client. However, the hardware cost of the MCU server is high if many users’ videos need to be synthesized, 2) Simulcast can improve/control quality by sending multiple quality levels of video from each client. However, upload data from each client is increased because each client needs to send multiple quality levels of video to the server, and 3) SFU does not need server resources and can send a suitable video bitrate depending on network conditions. Therefore, targeting SFU is the best way to control the quality and transferred data.
data. In our proposed method, first, the service provider sets the required quality to avoid excessive quality. After the start of web-conferencing, the quality of each received video is estimated by using multimedia quality information such as bitrate, framerate, and resolution of all received streams for each sending client and display device type (e.g., laptop or smartphone). In addition, integrated quality on the screen (i.e., overall quality) is estimated by using the quality of each received video. On the basis of the overall quality, the video bitrate of the next interval (e.g., 1-second future) is determined, so that future quality approaches the required quality.

In the previous study [13], the evaluation conditions were limited. In other words, conditions under the bandwidth fluctuation condition and the influence of the various variables were not evaluated. Therefore, this study evaluates their viewpoints and shows the effectiveness of this method.

The remainder of this paper is structured as follows. In Section 2, the related work is summarized, and the novelty of this study is shown. The proposed method is described in Section 3. The evaluation set is shown in Section 4, and the results are shown in Section 5. Finally, the conclusion of this paper is presented in Section 6.

2. Related work

In this section, literature is described to summarize issues that need to be addressed in this paper. Especially, the bitrate control algorithm and quality-estimation algorithm are described because these algorithms are needed to control the bitrate and quality.

2.1 Bitrate control algorithm

Transferred data (i.e., bitrate) is controlled in web-conferencing services such as Webex and Zoom. For example, the user cannot use a high-quality mode such as 1280 × 720p and 640 × 360p unless the user changes the default settings in webex [1], and users can use a high-quality mode such as 1280 × 720p only in a specific case (e.g., a small number of users, joining users with specific licenses) in Zoom [2]. These methods can reduce the amount of transferred data. However, it cannot be provided even when the high-quality video is required, because the upper resolution was limited to reduce the transferred data volume.

Bitrate adaptation methods for WebRTC have been studied [10–12, 14, 15]. GCC [10, 11], which is one of the well-known methods, controls bitrate on the basis of jitter and packet loss rate. A lower bitrate is selected when the jitter or packet loss rate increases (i.e., congestion has occurred). Wu et al. proposed a method to solve the issue that GCC misjudges small delay fluctuations as congestion and fails to perform appropriate control in accordance with network quality [14]. Concretely, the bitrate control based on the jitter was not performed in accordance with the value calculated by inputting the packet loss rate and round-trip time (RTT) into the formula defined for each network line (i.e., Wi-Fi and 4G). With this control, quality degradation due to misjudgment of congestion is avoided, and quality is improved. Wang et al. proposed a scalable video coding (SVC) layer bitrate selection algorithm for multiparty interactive live video streaming to maximize the total quality of the receiver on the basis of the sender’s uplink throughput, receiver’s downlink throughput, and buffer occupancy [12]. Petrangeli et al. proposed a video bitrate control method for WebRTC-based remote teaching applications that maximizes the video bitrate transmitted to the receiver, taking into account the available bandwidth of the receiver [15]. This method can control the video bitrate in response to bandwidth fluctuations. Although these methods [10–12, 14, 15] can improve the quality, the amount of transferred data cannot be reduced because excessive quality is provided when the network quality is high enough.

Adaptive bitrate algorithms also have been extensively studied in video streaming services [16]. Previous studies of adaptive bitrate algorithms can be categorized into bandwidth-based [17–19], buffer-based [20, 21], and hybrid [22, 23]. In web-conferencing, a small buffer size is used to provide real-time communication. Therefore, the buffer-based and hybrid methods, which need a large buffer size, are not suitable for real-time communication.

The bandwidth-based approach estimates future network bandwidth and selects the bitrate on the basis of the estimated bandwidth [17–19]. Miller et al. proposed a bitrate control method to improve the quality of live streaming services [17]. This method uses short-time estimated throughput to select a bitrate at which the download success probability exceeds a threshold. This makes it possible to select a high bitrate while suppressing the rebuffing. Xie et al. proposed a video bitrate selection method based on the bandwidth estimation technique using physical layer information [18]. This method can improve video quality degradation by the effect of bandwidth fluctuation of long-term evolution (LTE). In this method, even in the case of a large bandwidth fluctuation, such as in the LTE network, the bandwidth can be estimated with high accuracy considering the information of the PHY layer, and using the estimated throughput, the bitrate is selected considering the video quality and rebuffing. Although these studies [17, 18] aimed to reduce rebuffing and improve quality, they cannot reduce the amount of transferred data. Therefore, the issue of transmitting excessive data in a high-bandwidth environment remains.

Li et al. proposed a bitrate control algorithm to solve the problem that network bandwidth estimation is sometimes not successful in an environment where multiple streams of HTTP adaptive streaming (HAS) are competing, resulting in poor bandwidth utilization and fairness [19]. Specifically, this method probes the network bandwidth while varying the data rate, thereby determining the video bitrate and the interval between segment download requests. This method can improve bandwidth utilization and fairness. However, as in previous studies, excessive data transmission remains an issue in high-bandwidth environments.
Some previous studies reduce the transferred data for video streaming services. Kimura et al. studied a bitrate control method for adaptive bitrate streaming services considering the quality and the amount of transferred data [24]. This method focuses on the fact that some customers value the amount of data over the quality, maintains the quality at the target quality set by the user, and minimizes the amount of transferred data. However, this method is targeted at video streaming services, so it uses the buffer occupancy information because it is difficult to apply the web-conferencing services that have high real-time property. In addition, this method controls one video stream, so it cannot be applied directly to web-conferencing services that need to control multiple streams.

As described above, the purpose of the previous bitrate control method for web-conferencing is to improve quality, but reducing transferred data is not considered. A bitrate control method for video streaming services considers the quality and transferred data but cannot be applied directly to web-conferencing services. In summary, a method to control the bitrate of multiple streams by considering the quality and transferred data without using buffer information has not been investigated.

2.2 Quality-estimation algorithm

The quality-estimation model can be categorized into media-based [25,26], metadata-based [27,28], and bitstream-based models [27,29], in accordance with the input information. The media-based model takes pixel signal, the metadata-based model takes information such as bitrate, framerate, and resolution, the bitstream-based model takes bitstream to parse quantization parameters. Since the proposed method needs to process many web-conferencing streams simultaneously, it is not realistic to use media-based and bitstream-based models because each pixel needs to be analyzed in media-based models, and bitstream needs to be parsed in bitstream-based models. The use of the metadata-based model in quality estimation is reasonable and feasible because it does not need high computational power.

There are several studies on the quality of web-conferencing. These studies show that many factors such as audio encoding quality, video encoding quality, the fluctuation of video encoding quality, delay, and synchronization of video and audio quality [30–35]. Since client applications can control the video bitrate, this study focuses on a quality-estimation model that considers audio and video quality.

Some quality-estimation models for web-conferencing have been proposed [35,36]. Hayashi et al. proposed a quality-estimation model for one-to-one web-conferencing based on audiovisual quality, delay, and media synchronization [37]. However, the audiovisual quality model considers the bitrate, framerate, and packet loss rate but not resolution. Current web-conferencing services change the video resolution on the basis of the bitrate, so the resolution change should be considered. Jana et al. proposed a video-quality-estimation model for web-conferencing for two types of mobile applications [36]. Trace data using the actual device are collected, and the quality-estimation model for each mobile application is constructed on the basis of end-user movement (i.e., a state of movement such that participants join a meeting stationary or while moving), network delay, packet loss rate, and bandwidth. Their proposed quality-estimation model does not consider framerate or resolution either. In addition, this model requires end-user movement information that cannot be easily extracted from packets.

As shown here, no video-quality-estimation model for web-conferencing considers bitrate, framerate, and resolution. The quality-estimation model for video streaming services is similar to that of web-conferencing in terms of video and audio quality. Therefore, the quality-estimation model for video streaming services is also investigated.

Some metadata-based quality-estimation models for video streaming services have been proposed [27,28]. The P.1203 mode 0 model is standardized by ITU-T. This quality-estimation model takes audio bitrate, video bitrate, framerate, resolution, stalling, and initial loading that affects the user experience. The device type is also considered because of the effect of the display size on video quality.

This model can take into account resolutions, which have not been considered in previous estimation models for web-conferencing and can be used in this study.

Yamagishi et al. also proposed the quality-estimation model, and its inputs and outputs are the same as those of the P.1203 mode 0 model [28]. A previous study found that the P.1203 mode 0 model and Yamagishi model were equivalent in terms of quality-estimation accuracy [38]. On the other hand, the Yamagishi model has a lower calculation cost than the P.1203 mode 0 model because its formula is simpler. Therefore, the Yamagishi model is more suitable as a quality-estimation model for web-conferencing, which requires faster processing.

Generally, since the metadata-based quality-estimation model cannot catch the codec dependency on quality, the model’s coefficients need to be optimized per codec. To address this issue, Yamagishi et al. proposed a coefficient optimization method [39].

Web-conferencing allows multiple users to join the same conference at the same time. Then, unlike a video streaming service, it simultaneously receives and displays streams for all users. Therefore, the quality of users needs to be estimated by integrating multiple video streams. A previous study investigated the quality impact of the screen contrast effect, which is the difference in quality between videos displayed at the same time [40]. Schmitt et al. clarified that the contrast effect exists when the quality is different in multiple displayed streams [40]. They conducted a subjective evaluation experiment using crowdsourcing to evaluate the effect of the quality of individual streams on the overall quality. As a result, the contrast effect was confirmed, but it was smaller than the effect of the difference in encoding quality and situation on average.

In summary, the conventional web-conferencing quality-estimation model cannot be used for bitrate control.
because not all combinations of bitrate, framerate, resolution, and device type are considered. However, since these parameters are used in some quality-estimation models for video streaming services, they can be used if the coefficients of models are optimized for web-conferencing codecs (e.g., VP8 and VP9). In addition, it needs to be extended to a model that can evaluate the impact of multiple streams on video quality.

3. Proposed method

Our proposed method controls the video bitrate so that the quality exceeds the required quality set by the service provider. Fig. 1 shows a block diagram of our proposed method, and all processing steps are described in the following sections. The parameters set by a service provider are defined in Table 1. In addition, the variables used in this paper are summarized in Table 2.

![Fig. 1: Block diagram of proposed method](image)

3.1 Modules of proposed method

3.1.1 Parameter setting module

A service provider needs to set the required quality \( R \) (e.g., document and presentation materials) is used in web-conferencing, video bitrate of the stream is not controlled in this method because its bitrate is much lower than that of a camera video (i.e., showing each participant) if the variable bitrate (VBR) is used.

3.1.2 Extraction of device type and media quality information module

After the web-conferencing starts, the user’s device type (i.e., laptop (PC) or smartphone (SP)), which is derived from the User-Agent, is extracted at clients to control the quality of camera video (e.g., human’s face) and audio. In addition, multimedia quality information (i.e., video and audio bitrate, framerate, and resolution) is extracted from WebRTC stats [41] at clients every 1 second and is sent to the controller. Note that although a screen-sharing stream

### Table 1: Parameters set by service provider

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Example Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>represents the required quality that service provider want to provide to user. ( R ) is set with a mean opinion score (MOS) and takes a continuous value from 1 to 5.</td>
<td>3.5</td>
</tr>
<tr>
<td>( S )</td>
<td>represents the selectable set of bitrates that the server can direct to the client.</td>
<td>128, 512 (kbps)</td>
</tr>
<tr>
<td>( T )</td>
<td>represents quality estimation duration, which is the period of time considered in estimating quality.</td>
<td>60 (seconds)</td>
</tr>
<tr>
<td>( I )</td>
<td>represents the interval of bitrate control.</td>
<td>1 (second)</td>
</tr>
</tbody>
</table>

### Table 2: Summary of the variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Example Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>represents the variable indicating specific user.</td>
<td>-</td>
</tr>
<tr>
<td>( j )</td>
<td>represents the variable indicating specific stream.</td>
<td>-</td>
</tr>
<tr>
<td>( N )</td>
<td>represents a number of users.</td>
<td>3</td>
</tr>
<tr>
<td>( b_{a_j}(t) )</td>
<td>represents an audio bitrate in seconds per stream.</td>
<td>25 (kbps)</td>
</tr>
<tr>
<td>( b_{v_j}(t) )</td>
<td>represents a video bitrate in seconds per stream.</td>
<td>250 (kbps)</td>
</tr>
<tr>
<td>( s_j(t) )</td>
<td>represents a resolution in seconds per stream.</td>
<td>307200 (pels)</td>
</tr>
<tr>
<td>( r_j(t) )</td>
<td>represents a framerate in seconds per stream.</td>
<td>30 (fps)</td>
</tr>
<tr>
<td>( A_j(t) )</td>
<td>represents an audio quality in seconds per stream expressed as a MOS value from 1 to 5.</td>
<td>3.8</td>
</tr>
<tr>
<td>( V_j(t) )</td>
<td>represents a video quality in seconds per stream expressed as a MOS value from 1 to 5.</td>
<td>3.2</td>
</tr>
<tr>
<td>( M_j(t) )</td>
<td>represents an audiovisual quality in seconds of stream ( j ) expressed as a MOS value from 1 to 5.</td>
<td>3.5</td>
</tr>
<tr>
<td>( U_j(t) )</td>
<td>represents an audiovisual quality in seconds of user ( i ) as calculated by ( M_j(t) ) ( j \in N ), ( j \neq i ), expressed as a MOS value from 1 to 5.</td>
<td>3.5</td>
</tr>
<tr>
<td>( Q_i )</td>
<td>represents long-term overall quality of user ( i ) as calculated by ( U_j(t) ), expressed as a MOS value from 1 to 5.</td>
<td>3.5</td>
</tr>
<tr>
<td>( p_i(t) )</td>
<td>represents the upper bitrate in accordance with ( R ) for each user as determined by the directed bitrate estimation module.</td>
<td>512 (kbps)</td>
</tr>
<tr>
<td>( q_i(t) )</td>
<td>represents GCC bitrate that is determined by GCC in accordance with each user’s network conditions.</td>
<td>256 (kbps)</td>
</tr>
</tbody>
</table>
3.1.3 Directed bitrate estimation module

In this module, the upper bitrate for each user \( p_i(t) \) is selected from \( S \) so that the overall quality per user \( Q_i \) for \( T \)-seconds exceeds \( R \) and is directed to each client. A bitrate selected from \( S \) is input into the quality-estimation module (3.1.4) to determine the optimal \( p_i(t) \) at which the estimated \( Q_i \) for \( T \)-seconds exceeds \( R \). The quality-estimation module estimates \( Q_i \) for past \( \frac{T}{2} \) seconds and future \( \frac{T}{2} \) seconds from the current time. In the past duration, the multimedia quality collected from the client is utilized, and in the future, the selected bitrate from \( S \) is used for \( \frac{T}{2} \)-seconds. The detailed algorithm is described in Section 3.3. Finally, \( p_i(t) \) is directed to each client by the receiver estimated maximum bitrate (REMB) [42].

3.1.4 Quality-estimation module

This module calculates \( Q_i \) using multimedia quality information (i.e., video and audio bitrate, framerate, and resolution) and device type (e.g., laptop or smartphone). Figure 2 shows an example of quality estimation for four users. \( i \) represents a specific user, \( j \) represents a specific video stream from the sending client to the receiving client, and \( N \) represents the number of users. First, audiovisual quality per stream \( M_j(t) \) is calculated using multimedia quality information and device type. Then, audiovisual quality per user \( U_i(t) \) is averaged over the quality of each stream displayed on the screen, excluding its stream \( M_j(t) (j \in N, j \neq i) \). Finally, \( Q_i \) of the estimated duration, which is the total of \( T \)-seconds from the past \( \frac{T}{2} \) seconds to future \( \frac{T}{2} \) seconds, is calculated from \( U_i(t) \).

The detailed equations are described in Section 3.2.

3.1.5 Bitrate determination module

This module determines the video bitrate to achieve \( R \). \( p_i(t) \) that is calculated in the directed bitrate estimation module does not consider the network conditions (e.g., jitter, packet loss). Therefore, there is a possibility of stalling due to a directed high bitrate when network congestion occurs. Thus, GCC [10, 11] described in Section 2.1 is used to deal with changes in network conditions. GCC calculates the network condition based bitrate \( g_i(t) \) per user using jitter and packet loss. Each client compares the network condition based bitrates (i.e., \( g_i(t) \)) with the \( p_i(t) \) and selects the lower one. In summary, the bitrate can be set in accordance with \( R \) to suppress excessive quality if there is enough bandwidth. On the other hand, when the network condition is poor, the GCC selects the appropriate quality in accordance with the network condition.

\[ A_j(t) = a_1 + \frac{1 - a_1}{1 + \left( \frac{b_{aj}(t)}{a_2} \right) a_3}, \]  
\[ V_j(t) = X + \frac{1 - X}{1 + \left( \frac{b_{vj}(t)}{v_2} \right) v_3}, \]  
\[ X = \frac{4(1 - \exp(-v_3 \cdot r_j(t))) \cdot s_j(t)}{v_2 + s_j(t)} + 1, \]  
\[ Y = \frac{v_4 \cdot s_j(t) + 5 \log10(\frac{v_1 \cdot r_j(t) + 1}{1 - e^{-v_5 \cdot s_j(t)}})}{1 - e^{-v_5 \cdot s_j(t)}}, \]  
\[ M_j(t) = a_{v_1} + a_{v_2} \cdot A_j(t) + a_{v_3} \cdot V_j(t) + a_{v_4} \cdot A_j(t) \cdot V_j(t). \]

\( A_j(t) \) represents \( j \)'s audio quality per second calculated by an audio bitrate \( (b_{aj}(t)) \) (Eq. 1). \( V_j(t) \) represents \( j \)'s video quality per second calculated by video bitrate \( (b_{vj}(t)) \), framerate \( (r_j(t)) \), and resolution \( (s_j(t)) \) (Eqs. 2-4). \( M_j(t) \) represents \( j \)'s audiovisual quality per second. The coefficients \( v_1 - v_7 \) are set to different values for PC and SP to

*The REMB [42] is used for notifying the bitrate that the receiver can receive in WebRTC. When a client receives a REMB message, it encodes the video at a bitrate that is lower than the upper bitrate described in REMB.*
consider that the quality is different even if the same bit rate video is displayed due to the difference in the screen size in accordance with the device type. In addition, coefficients $v_1 - v_7$, $a_1 - a_3$ need to be changed by the codec. In this study, $v_1 - v_7$ are optimized for VP8, and $a_1 - a_3$ are optimized for opus. The details of the method of optimizing and the values of the coefficients used in this study are shown in 4.3. Coefficients $v_1 - a_3$ are not significantly affected by the codec, so the same values as in previous studies [38] are used.

Next, the estimation of $U_i(t)$ is described. In estimating $U_i(t)$, the quality of each video displayed on the same screen needs to be considered. In addition to each video quality, the differences in the video quality (i.e., contrast effect) and the screen size need to be considered. In a previous study [40], there is a case in which the contrast effect is not seen due to the effect of the difference in the situation and quality. Therefore, the contrast effect is not considered, but only each video quality and screen size are considered in this study.

The receiver’s quality ($U_i(t)$) is calculated by a weighted average of $M_j(t)$ ($j \in N, j \neq i$) by weighting each display size. The equation is shown in Eq. 6.

$$U_i(t) = \sum_{j=0, j \neq i}^{N} \frac{d_{s_j}}{d_{s_k}} M_j.$$  

$U_i(t)$ represents the audiovisual quality per receiver $i$. $d_{s_j}(t)$ shows the display size of $j$’s video stream at the receiver. The receiver’s own video and audio streams are excluded from the calculation of $U_i(t)$. This is because the video and audio streams of the receiver are not distributed from the server but are processed locally in many cases, and the video quality of a user’s stream is very high.

Finally, the estimation of $Q_i$ is described. Estimation of $Q_i$ should consider the forgetting effect in addition to the short-time quality. Therefore, the models of previous studies considering their effects are utilized in this study [28, 40]. The formulas are shown in Eqs. 7-10. Coefficients of $t_1 - t_5$ are also not significant affected by the codec, so the same values as in previous studies [38] are used.

$$Q_i = \frac{\sum_{k=0}^{T} w_1(u) \cdot w_2(U_i(k)) \cdot U_i(k)}{\sum_{k=0}^{T} w_1(u) \cdot w_2(U_i(k))},$$  

$$w_1(u) = t_1 + t_2 \exp(u/t_3),$$  

$$w_2(U_i(k)) = t_4 - t_5 \cdot U_i(k),$$  

$$u = k/duration.$$  

3.3 Details of directed bitrate estimation

This section details the directed bitrate estimation method used in the directed bitrate estimation module (described in 3.1.3).

Our proposed algorithm is shown in Algorithm 1. First, set each user’s bitrate to the lowest value in $S$ (lines 1-4), then set the framerate and resolution to the latest values in the received multimedia quality information (i.e., the resolution and framerate at $t - 1$ are used basically). $U_i(t)$ for $\frac{T}{2}$ seconds are estimated using these information. Because of this, $U_i(t)$ of future $\frac{T}{2}$ seconds are estimated to be the same value. Past $U_i(t)$ for $\frac{T}{2}$ seconds are estimated by using the multimedia quality information received by each client. $Q_i$ for $T$-seconds of all users is estimated using these $U_i(t)$ (lines 6-8).

If the $Q_i$ for $T$-seconds of all users exceeds $R$, the process finishes, and the currently set bitrate is directed. Concretely, whether minimum $Q_i$ values exceed $R$ is checked (lines 9-11).

If the $Q_i$ for $T$-seconds of all users does not exceed $R$, combinations of bitrate where the $Q_i$ of all users exceeds $R$ are searched. Concretely, combinations are created that raise the bitrate of only one user by one step in $S$. The $Q_i$ of each combination is estimated and verified to see if it exceeds $R$ (lines 12-16). If there is a bitrate combination in which the $Q_i$ of all users exceeds the $R$, the bitrate closest to the $R$ is selected. If not, the algorithm is continued with the combination of the bitrates at which all users’ average value of the $Q_i$ is the highest as a tentative bitrate candidate (lines 17-18). An example of bitrate searching is shown in Fig. 3. When the bitrate of all streams reaches the maximum value in $S$, the process is also finished (line 5).

Algorithm 1 Video bitrate estimation method

1: sort $S$ ascending
2: for all $j \in N$ do
3: temporary $p_j(t) \leftarrow S[0]$
4: end for
5: while $\min(p(t)) = \max(S)$ do
6: for all $i \in N$ do
7: calculate $Q_i$
8: end for
9: if $\min(Q_i) \geq R$ then
10: break
11: else
12: for all $j \in N$ do
13: Increases the temporary $p_j(t)$ by one step in $S$
14: Calculate $Q_i$
15: if $\min(Q_i) \geq R$ then
16: if candidate $Q_i$ is average($Q$) then
17: candidate $p(t) \leftarrow$ temporary $p(t)$
18: candidate $Q \leftarrow$ temporary $Q$
19: end if
20: end if
21: end for
22: end if
23: $p(t) \leftarrow$ candidate $p(t)$
24: end while

1If multimedia quality information is not being received due to a delay, information from earlier is used (e.g., $t - 2$).
In this study, the proposed method is verified in eight scenarios. In scenarios 1-5, these evaluations are based on conditions that assume actual web-conferencing (e.g., changes in the number of users and network conditions). Scenarios 6-8 evaluate the impact of changing the parameters of this method ($S$, $T$, $I$).

As shown in Section 1, the purpose of the proposed method is to reduce the amount of transferred data while achieving $R$, so this perspective needs to be evaluated under various conditions (scenarios 1-5). First, the quality and the amount of transferred data are evaluated under three PCs with sufficient bandwidth conditions (scenario 1).

As described in Section 3.2, the coefficients of the quality-estimation model are changed for each device type, so it is possible to express the difference in quality due to the difference in screen size even if the same bitrate video is displayed on PC and SP. Therefore, the video bitrate required to satisfy $R$ varies depending on the device type. Then, it is evaluated under the condition that it was joined by two PCs and one SP (scenario 2).

Since the number of users generally changes for each web-conferencing, it is necessary to evaluate whether the bitrate can be controlled without being affected by changes in the number of users. Two PCs are used to evaluate, and the results are compared with the results of scenario 1 (scenario 3).

Since throughput often fluctuates depending on the network usage, it is necessary to evaluate whether the $R$ can be achieved in accordance with the changing network conditions. Three PCs are used in this scenario, where one PC’s upstream bandwidth was limited by tc [43]. Sufficient bandwidth is maintained for the first 50 seconds, then the bandwidth is limited to 256 kbps for the last 10 seconds, and these conditions are repeated for 300 seconds (scenario 4).

Also, as described in Section 3.1.2, the proposed method does not control the screen-sharing stream, so it is necessary to evaluate whether the bitrate can be controlled without the influence of screen sharing. Three PCs are used in this scenario and share one PC’s screen. It is evaluated under two bandwidth conditions: sufficient bandwidth condition (scenario 5-1) and the same bandwidth fluctuation condition as scenario 4 (scenario 5-2).

Furthermore, our proposed method has three parameters ($S$, $T$, and $I$). To determine what values to set for these parameters, $Q_i$ is evaluated when the parameters are changed (scenarios 6-8).

First, the impact of changes in the number of $S$ was evaluated (scenario 6). $S$ is a set of selectable bitrates, and the number of $S$ affects the computational time and fine bitrate changes. Therefore, the suitable number of $S$ should be clarified in this study. It was evaluated by setting the number of $S$ to 3, 5, 8, 16, 32, and 64. Selectable bitrates are 128, 512, 1024 kbps when the number of $S$ is 3; 128, 256, 512, 756, 1024 when it is 5; 128×$x$($x = 1 – 8$) when it is 8; 64×$x$($x = 1 – 16$) when it is 16; 32×$x$($x = 1 – 32$) when it is 32; and 16×$x$($x = 1 – 64$) when it is 64. The bandwidth condition is made to be two patterns, the same as in scenario 5. A sufficient bandwidth condition is defined

<table>
<thead>
<tr>
<th>Quality</th>
<th>User bitrate Type</th>
<th>User overall quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>A 128 kbps PC</td>
<td>A 3.3</td>
<td>A 3.3</td>
</tr>
<tr>
<td>B 128 kbps PC</td>
<td>B 3.1</td>
<td>B 3.1</td>
</tr>
<tr>
<td>C 128 kbps mobile</td>
<td>C 3.4</td>
<td>C 3.4</td>
</tr>
</tbody>
</table>

Fig. 3: An example of bitrate searching

At the beginning of control, the quality cannot be estimated due to a lack of past multimedia quality information. Therefore, the initial quality information is exceptionally continued for the past 5.5 seconds.

### 4. Evaluation settings

This section describes the evaluation environment, the evaluation conditions, and the parameter sets used.

#### 4.1 Evaluation environment

An overview of the experimental environment is shown in Fig. 4. The proposed method is implemented on the server, and Google Chrome is used as a client application. PC has a wired connection, and SP has a wireless connection to the server. In this evaluation, the video codec set VP8 that supports VBR and an audio codec set opus, two of the major codecs in WebRTC. All clients take a video of a person to simulate web-conferencing. To change the network condition, tc [43] is used to limit the bandwidth.

![Fig. 4: Experimental environment](image)

#### 4.2 Evaluation conditions

In this study, the proposed method is verified in eight sce-
as scenario 6-1, and a fluctuating bandwidth condition is defined as scenario 6-2.

Next, the impact of changing $T$ was evaluated (scenario 7). $T$ is the quality estimation duration, and this value is one of the factors that affects the speed of response to changes in network conditions. $Q_1$ is analyzed as $T$ changes to 10, 20, 40, 60, and 120 to evaluate whether $R$ can be achieved. The network condition is evaluated under the same fluctuating conditions as in scenario 4.

Finally, the impact of changing $I$ was evaluated (scenario 8). $I$ represents the interval of bitrate control, and this value is also one factor that affects the speed of response to the change in network conditions. Then, the $Q_1$ was evaluated when $I$ was set at 1, 5, and 10 seconds. The network condition is evaluated under the same fluctuating conditions as in scenario 4.

Since most PCs and SPs have cameras with resolutions higher than high definition (HD), the resolution is set to HD at the maximum. For the same reason, the framerate is set to 30 fps at the maximum. Note that browser automatically changes the resolution and framerate depending on the video bitrate. Other conditions (device type, bandwidth condition, $S$, $T$, and $I$) are described in Table 3. In all scenarios, the evaluation time was set to 300 seconds.

### 4.3 Coefficients of quality-estimation model

As described in Section 3.2, coefficients of the quality-estimation model (i.e., $a_1 - a_3$, $v_1 - v_7$) need to be optimized per codec (i.e., VP8 and opus) and device type (i.e., PC and SP). In this study, coefficients of the video-quality-estimation model (i.e., $v_1 - v_7$) were optimized on the basis of the method described in [39]. The coefficients of audio-quality-estimation model (i.e., $a_1 - a_3$) were optimized by referring to the previous study to optimize the coefficients of the video-quality-estimation model [39]. Concretely, the POLQA [44] is used instead of VMAF [45] for optimization.

The coefficients of video-quality-estimation models (i.e., $v_1 - v_7$) are optimized using processed videos that are generated using many video sources in web-conferencing. Thirty-five video sources (SRCs) of 10 seconds were prepared. The video sources show a man or woman who is speaking or listening. Each video source is encoded by VP8 (i.e., VBR mode). The detailed encoding settings are below: resolution: 240p, 360p, 720p, and 1080p, where the aspect ratio is 16:9, framerate: 15 and 30 fps, bitrate: 128, 256, 512, 1024, and 2560 kbps. By encoding 35 SRCs under 40 conditions, a total of 1400 processed videos (PVSs) were prepared, and the coefficients are optimized using these videos. The optimized coefficients of the model are listed in Table 4. Furthermore, to validate the model’s accuracy, 20 different videos are prepared and encoded under the following conditions. The resolution, framerate: same conditions, bitrate: 192, 320, 448, 704, and 1536 kbps. Such validation data of 800 PVSs are prepared.

The results of the evaluation of the video-quality-estimation model are shown in Table 5. Root mean square error (RMSE) in the training data are 0.348 at the PC and 0.310 at SP, and RMSE for the validation data are 0.362 at the PC and 0.298 at SP. Since the RMSE is sufficiently low and the accuracy for validation data is almost the same as that for training data, this model can be used generically with sufficient accuracy.

Coefficients of the audio-quality-estimation model (i.e., $a_1 - a_3$) are also optimized. Seventeen audio sources in web-conferencing are prepared, and they are encoded by opus. The encoding bitrate conditions are 5 (i.e., 10, 20, 30, 40, and 50 kbps). As a training dataset, 85 processed audios are generated, POLQA [44] value is used for audio-quality-estimation model optimization. Furthermore, to validate the model’s accuracy, 9 different audio are prepared and 4 bitrate conditions are encoded (i.e., 15, 25, 35, and 45 kbps). In this way, 36 audio data are generated as the validation datasets. The optimized coefficients of the model are listed in Table 4. As shown in Table 5, RMSE was 0.230 in the training data and 0.178 in the validation data. These results indicate that a model with sufficiently high accuracy was constructed.

### Table 3: Evaluation conditions

<table>
<thead>
<tr>
<th># of PC</th>
<th># of SP</th>
<th>bandwidth fluctuation</th>
<th>screen share</th>
<th>$S$</th>
<th>$T$</th>
<th>$I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>3</td>
<td>0</td>
<td>-</td>
<td>8 steps</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>2)</td>
<td>2</td>
<td>1</td>
<td>-</td>
<td>8 steps</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>3)</td>
<td>2</td>
<td>0</td>
<td>-</td>
<td>8 steps</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>4)</td>
<td>3</td>
<td>0</td>
<td>$a/v$</td>
<td>8 steps</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>5)</td>
<td>3</td>
<td>0</td>
<td>$a/v$</td>
<td>8 steps</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>6)</td>
<td>3</td>
<td>0</td>
<td>$a/v$</td>
<td>$3/5/6/7/8$</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>7)</td>
<td>3</td>
<td>0</td>
<td>$a/v$</td>
<td>8 steps</td>
<td>10/20/40/60/120</td>
<td>1</td>
</tr>
<tr>
<td>8)</td>
<td>3</td>
<td>0</td>
<td>$a/v$</td>
<td>8 steps</td>
<td>60</td>
<td>1/5/10</td>
</tr>
</tbody>
</table>

### Table 4: Coefficients of quality-estimation model

<table>
<thead>
<tr>
<th>Value (PC)</th>
<th>Value (SP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1$</td>
<td>1.1305</td>
</tr>
<tr>
<td>$v_2$</td>
<td>154007</td>
</tr>
<tr>
<td>$v_3$</td>
<td>0.074261</td>
</tr>
<tr>
<td>$v_4$</td>
<td>7.29E-05</td>
</tr>
<tr>
<td>$v_5$</td>
<td>0.99697</td>
</tr>
<tr>
<td>$v_6$</td>
<td>91.526</td>
</tr>
<tr>
<td>$v_7$</td>
<td>0.19429</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value (all device)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
</tr>
<tr>
<td>$a_2$</td>
</tr>
<tr>
<td>$a_3$</td>
</tr>
<tr>
<td>$a_4$</td>
</tr>
<tr>
<td>$a_5$</td>
</tr>
<tr>
<td>$a_6$</td>
</tr>
<tr>
<td>$a_7$</td>
</tr>
<tr>
<td>$a_8$</td>
</tr>
<tr>
<td>$a_9$</td>
</tr>
<tr>
<td>$a_{10}$</td>
</tr>
<tr>
<td>$a_{11}$</td>
</tr>
</tbody>
</table>
Table 5: Evaluation results of quality-estimation model

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>video train PC</td>
<td>0.348</td>
</tr>
<tr>
<td>validation PC</td>
<td>0.362</td>
</tr>
<tr>
<td>audio train SP</td>
<td>0.230</td>
</tr>
<tr>
<td>validation SP</td>
<td>0.178</td>
</tr>
</tbody>
</table>

5. Results

This section shows the results under the evaluation conditions in Section 4.2.

In scenarios 1 and 2, how much the proposed method reduces the amount of data compared with GCC is evaluated. In this evaluation, due to the complexity of the implementation, GCC-equivalent control results are obtained by setting $R$ to 5. Setting $R$ to 5 means the maximum quality is achieved and the bitrate is not limited by $p_i(t)$. Therefore, since only $g_i(t)$ is used for control, it is equivalent to GCC, which is one of the commonly used existing methods. In scenarios 3 and later, how the proposed control behaves under various conditions is evaluated.

5.1 # 1: Control excessive quality and reduce the amount of transferred data

The $Q_i$ for evaluation time (i.e., 300 seconds) and the upload data volume under scenario 1 are shown in Fig. 5. This graph shows the upload data volume per user and $Q_i$ for evaluation time (i.e., 300 seconds) per $R$. The horizontal axis indicates the $R$. The blue bar shows the $Q_i$ for evaluation time per $R$, and the left vertical axis shows the value. The orange bar shows the upload data volume per user, and the right vertical axis shows the value.

Fig. 5: The $Q_i$ and upload data volume per user for scenario 1

The amount of transferred data can be reduced by controlling the quality to approach $R$ with the proposed method. When the $R$ is set to 3.5, the $Q_i$ is about 3.4, and the average upload data is about 15 MB. The upload data volume is reduced to 57% compared with setting the $R$ to 5, which is similar to network condition based control without setting the required quality.

The result shows that our proposed method can keep the quality approximately at the $R$ and reduce the amount of transferred data by suppressing excessive quality. However, the $Q_i$ is about 3.4, which is lower than $R$ (i.e., 3.5). This is because the bitrate indicated by $p_i(t)$ is an upper limit, and the actual bitrate is determined by the browser on the basis of this value, so the value is slightly smaller than $R$.

When $R$ is set to 5, the $Q_i$ for all users are about 3.95, which is lower than $R$. This is because $M_f(t)$ only goes up to about 4, even at a bitrate of 1Mbps, the maximum, in $S$, when using the PC. The quality can be improved by raising the maximum bitrate of $S$, but the quality value of 5 cannot be achieved when using PC because the quality estimated by the video quality-estimation model saturates at about 4.3.

5.2 # 2: Impact of changes device type

The results in scenario 2 are shown in Fig. 6. The axes of the graph and what each bar represents are the same as in Fig. 5.

Fig. 6: The $Q_i$ and upload data volume per user for scenario 2

When the $R$ is set to 3.5, the upload data volume is reduced to about 31% compared with setting $R$ to 5. The $Q_i$ of each user are 3.44, 3.53, and 4.69. The only SP user is a high quality, and the quality of PC users is controlled around $R$. Since SFU can send only one quality of the video, if a bitrate is selected such that the PC user’s $Q_i$ exceeds $R$, the SP user’s $Q_i$ greatly exceeds $R$.

5.3 # 3: Impact of changes in the number of devices

Fig. 7 shows the $Q_i$ and the upload data volume per users for scenario 1 (i.e., three PCs) and scenario 3 (i.e., two PCs). The axes of the graph and what each bar represents are the same as in Fig. 5.

There is no difference in the $Q_i$ and upload data volume per user between scenarios 1 and 3. It is shown that this method is not affected by the number of users and that upload data volume increases depending on the number of users.
increasing the bitrate of $i = 2$ only improves the quality of $i = 3$. Therefore, increasing the bitrate of the user whose bitrate has not decreased is inefficient because the bitrate of multiple users must be increased.

When $R = 4$, the $Q_i$ is lower than in scenario 1. The time-series data when the $R$ is set to 4 are shown in Fig. 9 (b). The maximum bitrate (i.e., 1024 kbps) is selected to achieve a MOS value of 4. The bitrate drops when the bandwidth is limited (i.e., section enclosed by a black dotted line), and the quality is gradually improved by GCC after the limit is lifted. However, since a bitrate higher than 1024 kbps cannot be selected, the degraded quality during bandwidth limit could not be improved, and $Q_i$ decreased compared with the case without a bandwidth limit.

5.4 # 4: Impact of bandwidth fluctuation

Fig. 8 compares the $Q_i$ and upload data volume for all users in scenario 1 (i.e., sufficient bandwidth) and scenario 4 (i.e., bandwidth fluctuation) when $R$ is 3.5 and 4. The axes of the graph and what each bar represents are the same as in Fig. 5.

The results of $R = 3.5$ confirm that there is little difference between scenarios 1 and 4 and that the proposed method can be controlled to maintain the $R$ even with bandwidth fluctuation. Fig. 9 (a) shows the time series of bitrate for each stream when $R = 3.5$ to confirm how the $R$ is maintained by selecting the bitrate. The blue line is the bitrate of the bandwidth-limited user, and the bandwidth is limited near the section enclosed by the black dotted line. When the bandwidth is limited, the bitrate drops due to GCC ($q_i(t)$). After bandwidth limitation, the degraded quality due to bitrate degradation is improved by increasing the bitrate of its own stream (blue line). By controlling in this way, the quality can be improved efficiently. If the bitrate of one user ($i = 1$) drops, it affects the quality of others ($i = 2, 3$). Therefore, if the bitrate of the user ($i = 1$) is increased, it is sufficient to increase the bitrate of one stream. However,
Fig. 10: The $Q_i$ and upload data volume per user for scenario 5-1

Fig. 11 shows the results when the bandwidth fluctuates. The axes of the graph and what each bar represents are the same as in Fig. 5.

Fig. 11: The $Q_i$ and upload data volume per user for scenario 5-2

In the case of screen sharing, there is no difference in $Q_i$, but the upload data volume increased by about 1.2 times. To determine why the upload data volume increased, the time series of the bitrate for each stream are shown in Fig. 12. The minimum bitrate while bandwidth is limited (i.e., section enclosed by a black dotted line) is lower than when there is no screen-sharing condition (shown in Fig. 9 (a)). Since the bitrate of the screen-sharing stream is low, there is little effect when there is no bandwidth limitation. However, when there is a bandwidth limitation, the effect is large, so the video bitrate is lowered by GCC. A higher bitrate is required to improve the quality, which increases the upload data volume.

5.6 #6: Impact of changing $S$

Fig. 13 shows the average $Q_i$ for each number of $S$ for scenario 6-1 (i.e., no bandwidth fluctuation and $R$ is set to 3.5). The horizontal axis shows the number of $S$, and the vertical axis shows the average $Q_i$ for all users.

The average $Q_i$ exceeds $R$ when the number of $S$ is small (i.e., the number of $S = 3$) because the small number of selectable bitrates forced it to choose a bitrate higher than the optimal bitrate. When the number of $S$ is more than 5, there is almost no difference in average $Q_i$. However, from the time series of bitrate when the number of $S = 5$ (Fig. 14), there is a larger fluctuation in the bitrate than when the number of $S = 8$ (Fig. 15). Since it is better for users to send as stable a bitrate as possible, the number of $S$ should be 8 or more. On the other hand, increasing the number of $S$ also affects the calculation time. Fig. 16 shows the relationship between the number of $S$ and the calculation time. The computation time increases linearly with the number of $S$. To reduce the processing load, as small a number of $S$ as possible should be selected. From these results, it is reasonable to set the number of $S = 8$.

In scenario 6-2, the results were the same as in scenario 6-1. It was confirmed that the number of $S$ should be 8 regardless of the presence or absence of bandwidth fluctuation.

5.7 #7: Impact of changing $T$

Fig. 17 shows the average $Q_i$ for each $T$ value when $R$ is set to 3.5. The horizontal axis shows $T$, and the vertical axis shows the average $Q_i$ for all users.

It was found that the change in $T$ value does not affect the average $Q_i$. To determine the reason, the time series of video bitrate is analyzed. Fig. 18 (a) and (b) show the time
Fig. 14: Time series of bitrate, resolution, and directed bitrate when the number of $S = 5$

Fig. 15: Time series of bitrate, resolution, and directed bitrate when the number of $S = 8$

Fig. 16: The calculation time of scenario 6-1

5.8 # 8: Impact of changing the $I$

To verify the impact of changing the $I$, the average $Q_i$ when the interval is set to 1, 5, and 10 seconds is shown in Fig. 19. The horizontal axis shows the $I$, and the vertical axis shows the average $Q_i$ for all users.

There is no difference in average $Q_i$ even if the interval is changed. To determine the reason, the time series of video bitrate (solid line) and directed bitrate (marker) when the interval is 1 and 10 seconds are shown in Fig. 20 (a) and (b). It can be seen that when $I$ is 1 second, to direct high bitrate during bandwidth limit. On the other hand, if $I$ is 10 seconds, it is after the bandwidth limit. Thus, it can be confirmed that when $I$ becomes large, the direction to change the bitrate is delayed when bandwidth fluctuates. However, the bitrate increases gradually by GCC, so a high bitrate is directed during the increased bitrate even if the interval is long. As a result, the average $Q_i$ is no different, regardless of the interval. As long as it is used with GCC, no problem occurs unless the control interval is extremely large.

6. Conclusion

In this paper, we proposed a method to control the video bitrate of each user to achieve the required quality. We implemented the proposed method in an actual web-conferencing
system and evaluated it under various network and device conditions. It was confirmed that the video bitrate was controlled in accordance with the required quality under each condition, and the transferred data was reduced compared with the case where the required quality was not set. As a result, we showed that this method contributes to reducing operational costs by reducing the transferred data while providing users with the required quality set by the service provider. In this evaluation, the proposed method was compared with the condition in which the required quality ($R$) was set to 5 in some scenarios (control equivalent to GCC [10, 11]). It would be interesting to compare the proposed method with control considering the quality as shown in [12], but since this evaluation was not a simulation evaluation, they could not be compared because application and server implementation are required. Therefore, we want to compare and evaluate the proposed method and [12] in future work. Also, the proposed method targets the web real-time communication (WebRTC) selective forwarding unit (SFU) from the perspective of reducing the amount of transferred data. However, due to the promotion of remote work, web-conferencing is used in various places. In such a situation, the network conditions vary widely for each client. In WebRTC-SFU, the same bitrate is sent to all receiver clients, the quality of the users will suffer in this situation, and the simulcast technology will become necessary. Therefore, in the future, we will study the technology to improve the quality further and reduce the amount of transferred data by incorporating this technology into the proposed technology of simulcast and others.
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