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SUMMARY This paper proposes overloaded multiple input multiple output (MIMO) bi-directional communication with physical layer network coding (PLNC) to enhance the transmission speed in heterogeneous wireless multihop networks where the number of antennas on the relay is less than that on the terminals. The proposed overloaded MIMO communication system applies precoding and relay filtering to reduce computational complexity in spite of the transmission speed. An eigenvector-based filter is proposed for the relay filter. Furthermore, we propose a technique to select the best filter among candidates eigenvector-based filters. The performance of the proposed overloaded MIMO bi-directional communication is evaluated by computer simulation in a heterogeneous wireless 2-hop network. The proposed filter selection technique attains a gain of about 1.5 dB at the BER of $10^{-5}$ in a 2-hop network where 2 antennas and 4 antennas are placed on the relay and the terminal, respectively. This paper shows that 6 stream spatial multiplexing is made possible in the system with 2 antennas on the relay.
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1. Introduction

A lot of devices have been scattered to make a cyber-physical system (CPS) come reality [1]. Some of those devices are connected to the internet via wireless multihop networks as is done in wireless smart utility network (WiSUN) in order to guarantee the connection in spite of places where those devices are placed [2]. Frequency bands tend to be raised for wider bandwidth, which is crucial to provide users with high speed wireless communication links. As frequency bands are going higher, wireless multihop networks get more indispensable because of higher radio signal attenuation in channels. While time division multiplexing (TDD) or frequency division multiplexing (FDD) is applied to multihop networks to avoid harmful interference, the use of those multiplexing methods non-linear precoding to reduce the detection complexity, the number of spatial multiplexed signal streams in MIMO is limited to the smallest number of the antennas on the terminals or the relays. The proposed overloaded MIMO bi-directional communication with PLNC that performs high speed signal transmission with high frequency utilization efficiency in wireless heterogeneous multihop networks †. The proposed overloaded MIMO bi-directional communication applies non-linear precoding to reduce the detection complexity. A relay filter is proposed to raise the number of spatial multiplexed signal streams equal to that of the antennas on the terminal, even when the number of antennas on a relay is smaller than that on terminals. We propose a technique to select the best relay filter among candidate filters for the performance improvement. The performance of the proposed overloaded MIMO bi-directional communication is evaluated by computer simulations.

Throughout the paper, $(\mathbf{A})^{-1}$, superscript $T$, and superscript $H$ denote an inverse matrix of a matrix $\mathbf{A}$, transpose, and Hermitian transpose of a matrix or a vector, respectively. $\text{tr} \{ \mathbf{A} \}$ indicates trace of a diagonal matrix $\mathbf{A}$. $j$ denotes the imaginary unit. $\mathbb{E}_{}\left[ \zeta \right]$, $\Re\left[ \alpha \right]$, and $\mathbb{S}\left[ \alpha \right]$ represent the ensemble average of a variable $\zeta$, a real part, and an imaginary part of a complex number $\alpha$. Let $a \in \mathbb{R}$ and $b \in \mathbb{R}$ represent real numbers, $\text{mod} \left[ a, b \right] = a - \text{int} \left[ \frac{a}{b} \right] \cdot b$ where $\text{int}\left[ \bullet \right]$ indicates a function where an input is rounded down to the nearest integer of an input signal.
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†Heterogeneous multihop networks are meant to comprise relays and terminals, in which different number of antennas are installed.
2. System Model

We assume that two terminals with $N_T$ antennas exchange their packets via a relay with $N_R$ antennas. The two terminals are called “Terminal A” and “Terminal B” in this paper. For the packet exchange, we apply the time division duplex (TDD) in order to avoid the harmful interference. For improving the spectrum efficiency, the terminals simultaneously send their packets for the relay in the first time slot. The packets received at the relay are forwarded to the terminals after some signal processing in the next time slot. We apply spatial multiplexing for the signal transmission in the two slots for enhancing the throughput between the terminals. In realistic situations, the number of the terminal antennas $N_T$ is not always equal to that of the relay antennas $N_R$. In this paper, we assume that the number of the terminal antennas $N_T$ is more than that of the relay antennas $N_R$.

Information bit stream sent from the terminal A is fed to a quadrature phase shift keying (QPSK) modulator and the modulator outputs modulation signals $d_A(n)$ where $n$ denotes a stream number. Let $D_A \in \mathbb{C}^{N_T}$ represent a modulation signal vector defined as $D_A = (d_A(1) \cdots d_A(N_T))^\top$. The modulation signal vector $D_A$ is precoded in a manner described in the following section, and sent for the relay. When a precoded signal vector is denoted as $X_A \in \mathbb{C}^{N_T}$, the vector is defined as $X_A = [x_A(1) \cdots x_A(N_T)]^\top$ where $x_A(k) \in \mathbb{C}$ represents a transmission signal sent from the $k$th antenna. When the terminal A and B simultaneously send their packets containing the precoded signals, those packets are received at the relay with $N_R$ antennas in the first slot. Let $Y_R \in \mathbb{C}^{N_R}$ denote a received signal vector, the received signal vector is written as,

$$Y_R = H_A X_A + H_B X_B + N.$$ (1)

In (1), $X_B \in \mathbb{C}^{N_T}$, $H_B \in \mathbb{C}^{N_R \times N_B}$, $H_B$ represents a transmission signal vector sent from the terminal B, a channel matrix between the relay and the terminal A or B, and the additive white Gaussian noise (AWGN) vector.

Rate-one coding is introduced to the received signal vector at the relay and the coded signals are forwarded for the terminals in the second slot, which is essential in the physical layer network coding to double the frequency utilization efficiency in bi-directional communications [4]. Let $\odot$ indicate rate-one encoding $\dagger$, the rate-one encoded signal $d_R(k) \in \mathbb{C}$ is defined as $d_R(k) = d_A(k) \odot d_B(k)$. Although the transmission signals $d_A(k)$ and $d_B(k)$ look to be needed for estimating the encoded signal, actually, the encoded signal can be directly estimated from one of the received signals by employing precoding at the terminals as follows [25],[26].

$$d_R(k) = \arg \max_{d_A(k)} \left\{ p(d_R(k)|Y_R) \right\}$$

$$= \arg \max_{d_A(k) \odot d_B(k)} \left\{ p(d_A(k) \odot d_B(k)|Y_R) \right\}$$ (2)

In (2), $d_R(k)$ and $p(a|b)$ denote an estimate of the rate-one encoded signal and a conditional probability that an event $a$ happens when an event $b$ occurred. In addition, $Y_R$ and $\tilde{y}_R(k)$ represent a received signal vector transformed with some signal processing proposed in the following, and the $k$th element of the vector $Y_R$, i.e., $Y_R = [\tilde{y}_R(1) \cdots \tilde{y}_R(N_T)]$. The encoded signals are precoded at the relay and are broadcast for the terminals in the second slot. The transmitted signals are received at the terminals after going through fading channels. Let $X_R \in \mathbb{C}^{N_K}$ denote a precoded signal transmitted from the relay, a signal vector received at the terminal $\Omega$ (=A or B) is expressed as,

$$Y_\Omega = H_\Omega^\dagger X_R + N_\Omega.$$ (3)

$Y_\Omega \in \mathbb{C}^{N_T}$ and $N_\Omega \in \mathbb{C}^{N_T}$ $\Omega = A$ or $B$ denote a received signal vector and the AWGN vector at the terminal $\Omega$. Because the system model shown in (3) is regarded as a usual non-overloaded channel, any conventional MIMO detectors can be applied such as a minimum mean square (MMSE) filter. If the encoded signals $d_R(k)$ is detected with one of those detectors, the transmission signals sent from the other terminals can be obtained with the rate-one encoding at the terminal $\Omega$. i.e., $\tilde{d}_\Omega(k) = d_R(k) \odot d_\Omega(k)$, where $\tilde{d}_\Omega(k)$ represents an estimate of the signal sent from the other terminal $\Omega$.

When the number of the relay antennas is less than that of the terminal antennas as described above, the number of signal streams is reduced to that of the relay antennas if the precoding such as the MMSE precoding and the zero forcing (ZF) precoding is applied at the terminals for detection complexity reduction of the relay [25],[26]. We propose a technique to enhance the throughput in the next section $\dagger\dagger$.

3. Overloaded MIMO Signal Transmission With Physical Layer Network Coding

As is described above, the number of the terminal antennas is more than that of the relay antennas. If the terminals send the

$\dagger$ So called Exclusive OR is used as rate-one encoding in this paper. Let input signals and an output signal for the rate-one encoding be denoted as $a \in \mathbb{C}$, $b \in \mathbb{C}$, and $c \in \mathbb{C}$, the rate-one encoding is actually defined as $c = 2 \mod \left[ \frac{8(a+b)}{2} + E_d - E_d \right]$. $d \mod \left[ \frac{8(a+b)}{2} + E_d - E_d \right]$ where $E_d \in \mathbb{R}$ denotes the minimum Euclidean distance in the QPSK modulation.

$\dagger\dagger$ Although the number of the antennas on the terminals is same in the above system model, this is not mandatory. The proposed technique can be applied to systems where the number of the antennas on a terminal is different from that on the other. However, we are afraid that the imbalance causes the proposed technique difficult to understand. Hence, we would like to explain the proposed technique in the system where the two terminals have the same number of antennas, for simplicity.
signal streams without any precoding in the first slot, the relay will receive so many independent signals. In a word, the system will become a very heavy overloaded MIMO system, which causes signal detection at the relay to be very difficult and the transmission performance to be degraded. For the sake of resolving the difficulty, we apply precoding at the terminal as described in the previous section. When precoding is applied at the terminal for the signal transmission in the first slot, however, the number of the spatial multiplexed signal streams is reduced to that of the relay antennas, even though the transmitter has more antennas than the relay.

This section proposes a technique to increase the number of the spatial multiplexed signal streams to that of the terminal antennas for enhancing the frequency utilization efficiency.

3.1 Spatial Filtering at Relay in First Slot

For the sake of increasing the number of the spatial multiplexing signal streams, we introduce a spatial filter \( G \in \mathbb{C}^{N_t \times N_r} \) that is applied to the relay as follows.

\[
\mathbf{Y}_R^{(G)} = \mathbf{G} \mathbf{Y}_R = \mathbf{G} \mathbf{A} \mathbf{X}_A^{(G)} + \mathbf{G} \mathbf{B} \mathbf{X}_B^{(G)} + \mathbf{G} \mathbf{N} \tag{4}
\]

\( \mathbf{Y}_R^{(G)} \in \mathbb{C}^{N_t} \) and \( \mathbf{X}_A^{(G)} \in \mathbb{C}^{N_t} \) represent a filtered received signal vector and a precoded transmission signal vector for a filtered channel \( \mathbf{G} \mathbf{B} \). The MMSE filter is applied for the precoding in this paper. The precoded signal \( \mathbf{X}_A^{(G)} \) for the filtered channel is written as [28].

\[
\mathbf{X}_A^{(G)} = g_\Omega \left( \mathbf{G} \mathbf{H}_A \right)^H \left( \left( \mathbf{G} \mathbf{H}_A \right)^H \left( \mathbf{G} \mathbf{H}_A \right)^H + \gamma \mathbf{I}_{N_t} \right)^{-1} \mathbf{D}_\Omega. \tag{5}
\]

\( g_\Omega \in \mathbb{R}, \mathbf{I}_{N_t} \in \mathbb{C}^{N_t \times N_t}, \) and \( \mathbf{D}_\Omega \in \mathbb{C}^{N_t} \) denote a normalization factor, the \( N_t \)-dimensional identity matrix, and a modulation signal vector with Gaussian integer multiples of a modulus \( M_\Omega \) which is afterwards defined through non-linear filtering. In addition, \( \gamma \in \mathbb{R} \) is a constant defined as \( \gamma = \frac{2 \pi \sigma^2}{P_0} \), where \( P_0 \) represents the transmission power of the precoded signal vector, i.e., \( P_0 = \mathbb{E} \left[ \left( \mathbf{X}_A^{(G)} \right)^H \mathbf{X}_A^{(G)} \right] \).

Even if the spatial filter \( \mathbf{G} \) is introduced in the system, the channel in the first slot is regarded as one of overloaded MIMO channels. To improve the transmission performance in the overloaded channel, the lattice reduction is applied to the precoding. We employ the Lenstra–Lenstra–Lovász (LLL) algorithm [29] that implements the lattice reduction as follows [21], [30], [31].

\[
\mathbf{T}_\Omega = Q_\Omega \Gamma_\Omega \mathbf{R}_\Omega = \begin{pmatrix} Q_{1, \Omega} & Q_{2, \Omega} \end{pmatrix} \Gamma_\Omega \mathbf{R}_\Omega \tag{6}
\]

In (6), \( Q_\Omega \in \mathbb{C}^{2N_t \times N_r}, \Gamma_\Omega \in \mathbb{C}^{N_t \times N_r}, \) and \( \mathbf{R}_\Omega \in \mathbb{C}^{N_t \times N_r} \) represent an orthogonal matrix, a diagonal matrix, an upper triangular matrix with all diagonal elements equal to 1, and a unimodular matrix that has Gaussian integers as its elements. In addition, \( Q_{1, \Omega} \in \mathbb{C}^{N_t \times N_r} \) and \( Q_{2, \Omega} \in \mathbb{C}^{N_t \times N_r} \) denote an upper part and a lower part of the orthogonal matrix \( \mathbf{Q}_\Omega \). By substituting the equation in (6) for that in (5), the precoded signal can be simplified as,

\[
\mathbf{X}_A^{(G)} = g_\Omega \mathbf{Q}_{1, \Omega} \Gamma_\Omega^{-1} \mathbf{V}_\Omega. \tag{7}
\]

\( \mathbf{V}_\Omega \in \mathbb{C}^{N_t} \) represents a non-linear filter output vector defined below. Let the non-linear filter output vector be expressed as \( \mathbf{V}_\Omega = \left[ \iota_\Omega (1) \cdots \iota_\Omega (N_f) \right]^T \), the non-linear filtering is expressed as,

\[
\iota_\Omega (k) = \text{MOD} \left( \mathbf{T}_\Omega (k)^H \mathbf{D}_\Omega - \mathbf{B}_\Omega (k) \mathbf{V}_\Omega, \mathbf{M}_\Omega \right) = \mathbf{T}_\Omega (k)^H \mathbf{D}_\Omega - \mathbf{B}_\Omega (k) \mathbf{V}_\Omega \tag{8}
\]

\( \varphi_\Omega (k) \in \mathbb{C}, \mathbf{T}_\Omega (k) \in \mathbb{C}^{N_t}, \) and \( \mathbf{B}_\Omega (k) \in \mathbb{C}^{1 \times N_t} \) represent a Gaussian integer, the \( k \)-th column of the unimodular matrix \( \mathbf{T}_\Omega \), and the \( k \)-th row vector of a lower triangular matrix \( \mathbf{B}_\Omega \) defined as \( \mathbf{B}_\Omega = \mathbf{R}_\Omega^{-1} \mathbf{I}_{N_t} \). Let \( C \in \mathbb{C}^L \) denote a vector defined as \( C = \left( c (1) \cdots c (L) \right)^T \) where \( c (k) \in \mathbb{C} \) denotes \( k \)-th entry of the vector \( C \). In addition, \( \text{MOD} \left[ C, M \right] \in \mathbb{C}^L \) represents a modulo function defined as \( \text{MOD} \left[ C, M \right] = \left( \text{mod} \left[ \mathbb{R}, \left[ c (1), \cdots c (L) \right] \right] + \cdots + \text{mod} \left[ \mathbb{R}, \left[ c (1), \cdots c (L) \right] \right] \right)^T \). If the above non-linear filter is expressed in a vector form, the non-linear filter output vector \( \mathbf{V}_\Omega \) can be written as,

\[
\mathbf{V}_\Omega = \mathbf{T}_\Omega^H \mathbf{D}_\Omega - \mathbf{B}_\Omega \mathbf{V}_\Omega + \mathbf{H}_\Omega \mathbf{M}_\Omega = \mathbf{T}_\Omega^H \mathbf{D}_\Omega - \mathbf{B}_\Omega \mathbf{V}_\Omega, \tag{9}
\]

where

\[
\mathbf{D}_\Omega = \mathbf{D}_\Omega + \mathbf{T}_\Omega^{-H} \mathbf{H}_\Omega \mathbf{M}_\Omega. \tag{10}
\]

\( \mathbf{H}_\Omega \in \mathbb{C}^{N_t} \) represents a vector containing the Gaussian integers \( \varphi_\Omega (k) \), i.e., \( \mathbf{H}_\Omega = \left[ \varphi_\Omega (1) \cdots \varphi_\Omega (N_f) \right]^T \). As is shown above, the modulation signal vector \( \mathbf{D}_\Omega \) is output by the feedback filter where the Gaussian-integers \( \varphi_\Omega (n) \) are added to the input signal vectors \( \mathbf{d}_\Omega (n) \) to limit the output signal amplitude less than \( \frac{M_\Omega}{2} \). The unimodular matrix \( \mathbf{T}_\Omega \) helps the feedback filter to find better Gaussian-integers.

On the other hand, the normalization factor \( g_\Omega \) can be defined as follows.

\[
g_\Omega = \sqrt{\frac{P_0}{\text{tr} \left[ \mathbf{Q}_{1, \Omega}^H \mathbf{Q}_{1, \Omega} \Gamma_\Omega^{-1} \Psi_\Omega \Gamma_\Omega^{-1} \right]}} \tag{11}
\]

In (11), \( \Psi_\Omega \in \mathbb{C}^{N_t \times N_t} \) represents a correlation matrix of the non-linear filter output vector \( \mathbf{V}_\Omega \) which is approximated as [28] \( ^{\dagger\dagger} \).

\( ^{\dagger\dagger} \)As the distribution of the non-linear filter is close to the uniform distribution from \( -\frac{M_\Omega}{2} \) to \( \frac{M_\Omega}{2} \), the approximation becomes precise.
\[
\Psi_\Omega = E \left[ V_\Omega V_\Omega^H \right] = \frac{1}{6} M_\Omega^2 N_T.
\]  

In (12), \( I_{N_T} \in \mathbb{C}^ {N_T \times N_T} \) denote the identity matrix. Because the LLL algorithm improves system performances, the characteristics of the LLL algorithm has been reviewed in literature [30], [31]. Such literature implies that the LLL algorithm enlarges the minimum diagonal element in the diagonal matrix \( \Gamma_\Omega \) with the unimodular matrix \( T_\Omega \). This leads to increase the normalization factor, because the reciprocal of the eigenvalues are included in the denominator of the equation (11). The increase in the normalization factor results in the improvement of the signal power to noise power ratio (SNR).

As is shown in the above, the non-linear filter keeps the power of the output signals constant despite of channel conditions and the number of transmit signals, i.e., overloading ratio with the MOD function \(^\dagger\). This improves the SNR at the relay.

### 3.1.1 Modulus Setting and Signal Reception

After the relay receives the signal vector \( Y_R \) with the spatial filter \( G \), the relay carries out signal detection defined in (2). However, since the non-linear filter is used at the terminal, the detection can be implemented with region detection, which is carried out after the modulo operation as follows.

\[
D_R = \text{DET} \left[ \text{mod} \left[ Y_R^{(G)}, M_R \right], g_A, g_B \right]
\]  

\( D_R \in \mathbb{C}^{N_T} \) in (13) denotes a rate-one encoded signal vector defined as \( D_R = \left[ d_R \cdot 1 \cdots d_R (N_T) \right]^T \). In addition, \( M_R \) denotes a modulus defined as [26],

\[
M_R = 2 \left( g_A + g_B \right).
\]

The modulus for the terminals is also derived from the modulus above.

\[
M_A = 2 \left( 1 + \frac{g_R}{g_A} \right), \quad M_B = 2 \left( 1 + \frac{g_A}{g_B} \right)
\]

The function DET\[\bullet\] carries out region detection for every input signal, independently. This means the same region detection is performed for every input signal of the input signal vector. In a word, the function DET\[\bullet\] can be defined for vectors with any dimension and even for scalars without change of the definition, because of the independency of the signal processing. Let \( a \in \mathbb{C} \) be a complex number, hence, the function is decomposed as \( \text{DET} \left[ a, g_A, g_B \right] = \det \left[ \Re \left[ a \right], g_A, g_B \right] + j \cdot \det \left[ \Im \left[ a \right], g_A, g_B \right] \). Let \( x \in \mathbb{R} \) be a real number, the function det \[ x \] is defined as [26],

\[
\det \left[ x, g_A, g_B \right] = \begin{cases} 
\frac{1}{2} E_d & \left| x \right| \leq \max \left[ g_A, g_B \right] \\
-\frac{1}{2} E_d & \left| x \right| > \max \left[ g_A, g_B \right]
\end{cases}
\]

where \( E_d \) represents the minimum Euclidean distance of the QPSK constellation. The detector only needs amplifiers and the rate-one encoders. Since the rate-one encoders are implemented with the region detectors defined in (13) and (16), the complexity of the detector is negligible small compared with that of the spatial filter. In other words, the detection complexity is quite small because the detector does not need any complex multiplications, even though the detector carries out the demodulation of more than NR signals.

As is described above, the rate-one encoded vector \( D_R \) is broadcast for the terminals in a manner proposed in the following section.

### 3.2 Signal Transmission in Second Slot

Because \( N_T \) streams are transmitted in the first slot, \( N_T \) rate-one encoded signal steams are obtained as shown in the previous section. This means that \( N_T \) signal streams have to be transmitted from the relay even if only \( N_R \) \((< N_T)\) antennas are placed on the relay. For the signal transmission, we apply the spatial filter \( G \) even in the second slot as,

\[
X_R = g_R G^{(D)} D_R,
\]

where \( g_R \in \mathbb{R} \) represents a normalization factor defined in the following.

\[
g_R = \sqrt{\frac{P_0}{\sigma_D^2}}
\]

\( \sigma_D^2 \) denotes the power of the modulation signal, i.e.,

\[
\sigma_D^2 = E \left[ \left| d_R (k) \right|^2 \right].
\]

Although the number of the antennas on the relay is different from that on the terminal, the same transmission power is set to the relay, because the number of the signal streams sent from the terminals is the same to that from the relay.

We explained our proposed technique in the two hop network, because this network is the simplest in multihop networks. The proposed technique can be applied to more general heterogeneous multihop networks, in principle, although we might have some difficulties to solve in such general networks. To solve such difficulties is one of our future works.

### 3.3 Spatial Filter

As is shown above, the spatial filter \( G \) plays an important role in the proposed system. The section introduces a configuration for the spatial filter. First of all, the channel matrix \( H_\Omega \) is decomposed with the singular value decomposition (SVD) as,

\[
H_\Omega = S_\Omega A_\Omega U_\Omega^H
\]

In (19), \( S_\Omega \in \mathbb{C}^{N_T \times N_T}, A_\Omega \in \mathbb{C}^{N_T \times N_T}, \) and \( U_\Omega \in \mathbb{C}^{N_T \times N_T} \) represent a unitary matrix, a diagonal matrix with singular values in the diagonal positions, and an orthogonal matrix, i.e., \( U_\Omega^H U_\Omega = I_{N_T} \). With the unitary matrix \( S_\Omega \) and the orthogonal matrix \( U_\Omega \), we propose a configuration of the
spatial filter.

\[
G^{(G)} = U^{\dagger}_{\Omega}S^H_{\Omega} \quad \Omega = A \text{ or } B \tag{20}
\]

This configuration can be seen reasonable because of the reason described in Appendix A. Furthermore, we propose a technique to select the best spatial filter in the two candidates, i.e., \(G^{(A)}\) and \(G^{(B)}\), in the next section.

4. Filter Selection

4.1 Noise Based Selection

The selection of the spatial filter affects the transmission performance of the proposed system. The performance is dependent on the SNR. When precoding based on the MMSE criterion is used, the transmission performance is proportional to the reciprocal of the noise in the received signal at the relay. The noise can be defined as follows.

\[
\tilde{N}^{(G)}_R = GY^{(G)}_R - (g_AD_A + g_BD_B)
\]

\[
= \left( GH_AX^{(A)}_\Omega - g_AD_A \right) + \left( GH_BX^{(B)}_\Omega - g_BD_B \right) + GN \tag{21}
\]

\(\tilde{N}^{(G)}_R \in \mathbb{C}^{N_t}\) in (21) denotes a noise vector in the vector received at the relay. If we assume that the Gaussian integer multiples of the modulus \(\Phi_A M_A + \Phi_B M_B\) are ideally removed by the modulo function in (13), the terms in the parenthesis in the right hand side of (21) can be rewritten by substituting the equation in (6) for (5) as follows.

\[
GH_{\Omega}X^{(G)}_\Omega = g_\Omega \left( D_\Omega - \gamma T_{\Omega} R^{-1}_{\Omega} |A_\Omega|^{-2} V_\Omega \right) \tag{22}
\]

By using the above equation, the power of the noise can be derived as,

\[
\epsilon^{(G)} = E\left[ \tilde{N}^{(G)}_R \right]^H \tilde{N}^{(G)}_R
\]

\[
= E \left[ \left( -g_A \left( \gamma T_A R_A^{-1} |A_A|^{-2} V_A \right)
\right. \right. \left. \left. -g_B \left( \gamma T_B R_B^{-1} |A_B|^{-2} V_B \right) \right) + GN \right]^2
\]

\[
= \gamma^2 tr \left[ \left( \gamma g_A^2 R_A^{-1} |T_A|^2 R_A^{-1} |A_A|^{-4} \Phi_A
\right. \right. + \left. \left. \gamma g_B^2 R_B^{-1} |T_B|^2 R_B^{-1} |A_B|^{-4} \Phi_B \right) + 2\sigma^2 GG^H \right]. \tag{23}
\]

\(\epsilon^{(G)} \in \mathbb{R}\) represents the noise power when the spatial filter \(G\) is used in the proposed communication system.

We select one of the spatial filters proposed in the previous section based on the following criterion.

\[
G = \begin{cases} 
G^{(A)} & \epsilon^{(G^{(A)})} \leq \epsilon^{(G^{(B)})} \\
G^{(B)} & \epsilon^{(G^{(A)})} > \epsilon^{(G^{(B)})}
\end{cases} \tag{24}
\]

In a word, the proposed technique selects the spatial filter to improve the SNR performance, which is expected to lead to the improvement in the BER performance.

4.2 Eigenvalues Based Selection

Motivated by a technique proposed in [32], we consider eigenvalues of channels for the spatial filter selection. Let the diagonal matrix \(\Lambda_\Omega\) be defined as \(\Lambda_\Omega = \text{diag} [\lambda_\Omega (1) \cdots \lambda_\Omega (N_R)]\) where \(\lambda_\Omega (i)\) represents ith eigenvalue in the channel, the product of all the eigenvalues in the channel can be written as,

\[
\Xi_\Omega = \prod_{i=1}^{N_R} \lambda_\Omega (i) \quad \Omega = A \text{ or } B. \tag{25}
\]

\(\Xi_\Omega \in \mathbb{R}\) denotes a product of the eigenvalues. The product of all the eigenvalues in the channels is applied for the selection as follows.

\[
G = \begin{cases} 
G^{(A)} & \Xi_A \geq \Xi_B \\
G^{(B)} & \Xi_A < \Xi_B
\end{cases} \tag{26}
\]

If the product \(\Xi_A\) is bigger than \(\Xi_B\), we speculate that the minimum eigenvalue in \(\Lambda_A\) is greater than that in \(\Lambda_B\). When this speculation is applied for the selection, the spatial filter can be selected as follows.

\[
G = \begin{cases} 
G^{(A)} & \min_{k=1 \cdots N_R} [\lambda_A (k)] \geq \min_{k=1 \cdots N_R} [\lambda_B (k)] \\
G^{(B)} & \min_{k=1 \cdots N_R} [\lambda_A (k)] < \min_{k=1 \cdots N_R} [\lambda_B (k)]
\end{cases} \tag{27}
\]

5. Simulation

The performance of the proposed communication is evaluated by computer simulation. While the number of the antennas on the terminals is more than that on the relay as described in Sec. 2, the number of the spatial multiplexed signal streams is the same to that of the antennas on the terminal. The modulation scheme is quaternary phase shift keying (QPSK), and no error correction coding is applied. Rayleigh fading based on the Jakes' model [33] is applied to the channels between the relay and the terminals. Simulation parameters are listed in Table 1.

Table 1 Simulation parameters

<table>
<thead>
<tr>
<th>Modulation</th>
<th>QPSK/Single Carrier</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of hops</td>
<td>2</td>
</tr>
<tr>
<td>Channel model</td>
<td>Rayleigh fading</td>
</tr>
<tr>
<td>Channel estimation</td>
<td>perfect</td>
</tr>
<tr>
<td>No. of antennas on relay</td>
<td>2</td>
</tr>
<tr>
<td>No. of antennas on terminals</td>
<td>2, 3, 4, 6</td>
</tr>
<tr>
<td>Error correction coding</td>
<td>N.A.</td>
</tr>
</tbody>
</table>

5.1 Performance at Relay

The BER performance in the first slot is shown in Fig. 1 for the comparison of the proposed selection techniques. In the figure, a technique to use the spatial filter without selection
is added as a reference, which is named “fixed” in the figure. In this paper, actually, the “fixed” technique applies the spatial filter made from the channel matrix between the relay and the terminal A. The number of the antennas on the terminal $N_T$ is 4 and that on the relay $N_R$ is 2 in the figure. The two eigenvalue based selection techniques attain the same performance. The proposed noise based selection achieves the best transmission performance among all the techniques shown in the figure. The proposed noise based selection achieves about 1.5 dB better BER performance than the other techniques at the BER of $10^{-5}$. The fixed technique is the worst in all the techniques, though the performance gap between the fixed technique and the eigenvalue based technique is small. In principle, the transmission performance is affected by eigenvalue distributions in MIMO channels. Since the number of eigenvalues is smaller than that of the spatial multiplexing streams in overloaded MIMO systems, the transmission performance is greatly dependent on the number of the eigenvalues. Even though we apply the spatial filters at the relay, the application does not help to increase the number of the eigenvalues. This means that the performance improvement by the selection of the relays is limited. While the noise-based selection is regarded as the optimum selection in terms of the SNR, the eigenvalue-based technique is a near optimum technique [32]. This is the reason why the eigenvalue based technique achieves a small performance gain.

Fig. 2 shows the BER performance of the proposed technique in various overloaded MIMO channels. Because the noise based selection achieves the best performance in all the techniques, the noise based selection is used in the figure. The number of the antennas on the relay is fixed to 2, while the number of the antennas on the terminal is changed from 2 to 6. Because the number of the transmit antennas is the same to that of the spatial multiplexing signal streams, in a word, overloading ratio is set from 1 to 3. While the dotted line shows the performance in a non-overloaded MIMO channel, the solid lines indicate the performance in overloaded MIMO channels. As is shown in the figure, although the transmission performance gets worse as the number of the spatial multiplexed signal streams increases in the overloaded channels, the higher speed signal transmission is made possible by the proposed communication. On the contrary, the proposed technique achieves better BER performance in the channel with overloading ratio of 1.5 than in that of 1.0 at the BER of less than $10^{-3}$. The proposed overloaded precoder in conjunction with the precoder at the relay enables the system to attain the diversity gain. As the number of the signal streams is increased from 3 to 4, the BER curve gets steeper in the range of the BER less than $10^{-3}$. However, the diversity gain is difficult to obtain when the number signal streams is 6.

5.2 Performance in second slot

Fig. 3 compares the proposed selection technique in terms of the BER between the relay and terminal in the second slot. Those performances shown in the figure are the BER in the channel in only the second slot when one of the proposed relay filter selection techniques is used. The number of the antennas on the relay is 2, whereas that on the terminal is 4 in the channel. Because 4 spatial multiplexed signal streams are received at the both terminals with 4 antennas, the channel in the second slot is not overloaded, which means that any MIMO detectors can be applied at the terminals. However, we apply the maximal likelihood detector (MLD) to the terminals for the signal reception in order to show the performance upper bound. As is shown in the figure, the BER performance does not depend on the selection of the relay filter $G$. In addition, the performance is a little bit better than that in the first slot.

\[\text{This is only the observation. The performance will be proven theoretically as one of our future works.}\]
5.3 Performance of Bi-directional Communications

Fig. 4 shows the BER performance of the proposed overloaded MIMO bi-directional communications with the PLNC where $N_T$ spatial multiplexed signal streams are exchanged between the terminals in the 2-hop relay systems, in spite of the number of the relay antennas. In the performance evaluation, the noise based selection is applied and the MLD is used for the signal detection at the terminals. Since the BER performance in the second slot is better than that in the first slot as described above, the BER performance of the bi-directional communication with the PLNC is dominated by the performance in the first slot. In other words, the BER performances of the bi-directional communication with the PLNC is almost the same to those in the first slot.

Summarizing, although the transmission performance gets worse as the number of the spatial multiplexed signal streams increases in the overloaded channels, the higher speed signal transmission is made possible by the proposed communication. On the contrary, the proposed overloaded MIMO bi-directional communication achieves better BER performance than the non-overloaded bi-directional communication in the higher BER region, as far as the overloading ratio is less than 3, even though the transmission speed is increased.

6. Conclusion

This paper has proposed overload MIMO bi-directional communication with physical layer network coding that performs high speed signal transmission with high frequency utilization efficiency in wireless heterogeneous multihop networks. A relay filter is applied to raise the number of the spatial multiplexed signal streams equal to that of the antennas on the terminal, even when the number of the antennas on the relay is less than that on the terminal. We propose a relay filter configuration made from the SVD of the channels, based on which some relay filter candidates can be produced. Some techniques are proposed to select the best relay filter in the candidates.

The performance of the proposed overloaded MIMO bi-directional communication with PLNC is evaluated in wireless 2-hop networks by computer simulation. Even when the number of the antennas on the relay is 2, the proposed overloaded MIMO bi-directional communication with PLNC is shown to enable more than 2 spatial multiplexed signal transmission. The proposed relay filter based on the proposed noise based selection achieves about 1.5 dB better BER performance than that without selection at the BER of $10^{-3}$. The proposed MIMO bi-directional communication achieves higher diversity gain in overloaded MIMO channels than that in a non-overloaded channel.
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Appendix A: Spatial Filter

The channel in the second slot is regarded as a non-overloaded channels where the number of the antennas on the transmitter $N_R$ is less than that on the receiver $N_T$. If a precoder based on the MMSE is applied to the channel, however, the channel is transformed to one of overloaded channels. Hence, the number of the spatial multiplexed signal streams becomes same to that of the number of the antennas on the terminal $N_T$, in spite of the number of the antennas on the relay. A precoded signal vector sent from the relay is expressed as

$$X_{ms,R} = g_{ms,R}H_{\Omega} \left( H_{\Omega}^H H_{\Omega} + \gamma I_{N_\Omega} \right)^{-1} D_R. \quad \text{(A·1)}$$

$g_{ms,R} \in \mathbb{R}$, $X_{ms,R} \in \mathbb{C}^{N_R}$ and $D_R \in \mathbb{C}^{N_T}$ in (A·1) denote a normalization factor, a signal vector precoded with the MMSE filter, a modulation signal vector added with Gaussian integer multiples, which are transmitted from the relay. When the precoded signal vector is transmitted from the relay, the received signal vector at the terminal $\Omega$, $Y_{ms,\Omega} \in \mathbb{C}^{N_\Omega}$, can be expressed as

$$Y_{ms,\Omega} = H_{\Omega}^H X_{ms,R} + N_{\Omega} = g_{ms,R}H_{\Omega}^H H_{\Omega} \left( H_{\Omega}^H H_{\Omega} + \gamma I_{N_\Omega} \right)^{-1} D_R + N_{\Omega}. \quad \text{(A·2)}$$
As is written above, while the number of the antennas on the relay is \( N_R \), the \( N_T \) signals contained in the modulation signal vector \( \mathbf{D}_R \) are broadcast for the terminals. Though the number of the antennas on the relay is only \( N_R \), in a word, the \( N_R \) spatial multiplexed streams can be transmitted with only precoder based on the MMSE in the second slot. We apply such signal transmission to that in the first slot, which is made possible with the proposed relay filter defined in (20). The relay filter transforms the channel matrix \( \mathbf{H}_\Omega \) as,

\[
\mathbf{G}(\Omega)\mathbf{H}_\Omega = \mathbf{U}_\Omega \mathbf{A}_\Omega \mathbf{U}_\Omega^H.
\]

(3)

Even though two vectors are received at the relay in the first slot, we only focus on the signal transmission from one of the terminal, which is modeled as,

\[
\mathbf{Y}_R = \mathbf{H}_\Omega \mathbf{X}_\Omega^{(G)} + \mathbf{N},
\]

(4)

where \( \mathbf{Y}_R \in \mathbb{C}^{N_R} \) denotes a signal vector received at the relay when only one of the two terminals sends the signals. If the orthogonality of the matrices such as \( \mathbf{S}_\Omega \) and \( \mathbf{U}_\Omega \) is taken into account, by substituting the term in the left hand side of (A-3) for (4) and (5), the filtered received signal vector can be rewritten as follows.

\[
G\mathbf{Y}_R = g_\Omega \mathbf{U}_\Omega \mathbf{A}_\Omega^2 \mathbf{U}_\Omega^H \left( \mathbf{U}_\Omega \mathbf{A}_\Omega^2 \mathbf{U}_\Omega^H + \gamma \mathbf{I}_{N_T} \right)^{-1} \mathbf{D}_\Omega + \mathbf{G}N
\]

\[
= g_\Omega \mathbf{H}_\Omega^H \mathbf{H}_\Omega \left( \mathbf{H}_\Omega^H \mathbf{H}_\Omega + \gamma \mathbf{I}_{N_T} \right)^{-1} \mathbf{D}_\Omega + \mathbf{G}N
\]

\[
= \kappa_\Omega \mathbf{H}_\Omega^H \mathbf{X}_{\text{ms,R}} + \mathbf{N}_G,
\]

(5)

where \( \mathbf{N}_G \in \mathbb{C}^{N_T} \) and \( \kappa_\Omega \in \mathbb{R} \) represent a filtered noise vector defined as \( \mathbf{N}_G = \mathbf{G}N \) and a ratio of the normalization factors defined as \( \kappa_\Omega = \frac{g_\Omega}{g_{\text{ms,R}}} \).

As is shown in (A-5), the system model in the first slot is converted to that in the second slot by using the proposed relay filter, although the normalization factors could be different from each other. Since the filter defined in (5) is the same to that in (A-1) except for the normalization factors, however, the normalization factors can be set to the same value, if we apply the same unimodular matrix to those filters. In a word, those filter can be made same, i.e., \( \kappa_\Omega = 1 \). Though the filtered noise vector \( \mathbf{N}_G \) is a colored noise, i.e., \( \text{E}[\mathbf{N}_G \mathbf{N}_G^H] \not= 2\sigma^2 \mathbf{I}_{N_T} \), the power of the filtered noise is kept same to that of the original noise vector \( \mathbf{N} \). The characteristics of the noise could have little influence on the transmission performance. We think that the use of the proposed relay filter converts the channel model in the first slot to that in the second slot. Even though such channel transformation is performed only in the channel between the relay and the terminal A or B, the use of the proposed relay filter is expected to balance the performances in the first time slot and the second time slot.