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SUMMARY Millimeter wave (mmWave) massive Multiple-Input Multiple-Output (MIMO) systems generally adopt hybrid precoding combining digital and analog precoder as an alternative to full digital precoding to reduce RF chains and energy consumption. In order to balance the relationship between spectral efficiency, energy efficiency and hardware complexity, the hybrid-connected system structure should be adopted, and then the solution process of hybrid precoding can be simplified by decomposing the total achievable rate into several sub-rates. However, the singular value decomposition (SVD) incurs high complexity in calculating the optimal unconstrained hybrid precoder for each sub-rate. Therefore, this paper proposes PAST, a low complexity hybrid precoding algorithm based on projection approximate subspace tracking. The optimal unconstrained hybrid precoder of each sub-rate is estimated with the PAST algorithm, which avoids the high complexity process of calculating the left and right singular vectors and singular value matrix by SVD. Simulations demonstrate that PAST matches the spectral efficiency of SVD-based hybrid precoding in full-connected (FC), hybrid-connected (HC) and sub-connected (SC) system structure. Moreover, the superiority of PAST over SVD-based hybrid precoding in terms of complexity and increases with the number of transmitting antennas.
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1. Introduction

In order to meet the rapid growing in mobile data traffic on wireless communication, Millimeter wave (mmWave) communication, which provides rich spectrum resource and high data transmission rate, can effectively enhance Internet capacity of communication system [1][2]. However, in the mmWave bands, 30GHz to 300GHz, radio communication suffers huge path loss [3], which significantly decreases communication quality. Fortunately, the short wavelength of 1mm to10mm makes it possible to pack dozens or even hundreds of antennas into a small device [4]. Therefore, mmWave system can leverage massive Multiple-Input Multiple-Output (MIMO) antenna array to compensate the free space path loss of mmWave signals with beamforming gain.

In traditional MIMO systems, the data streams are pre-coded in full digital precoding to eliminate interference and then transmitted through the radio frequency (RF) chain to the transmitting antenna. The full digital precoding, which can control the amplitude and phase of the signal simultaneously, could achieve high multiplexing gain and anticipant system performance. However, as each antenna in the full digital precoding is connected to an RF chain, the hundreds of antennas in massive MIMO system need to config hundreds of RF chains. The high energy consumption and implementation cost caused by RF chains make it prohibitive to implement full digital precoding [5]-[6]. Hence, hybrid precoding structure is proposed. In this structure, the data streams are first pre-coded in digital precoding, and traverse RF chains, which are connected with antennas through phase shifters. Then, the data streams are pre-coded in the analog precoder composed by phase shifters. It can reduce RF chains and energy consumption significantly [7]-[8].

In general, the hybrid precoding structure is divided into two categories: full-connected (FC) structure and sub-connected (SC) structure. In the FC structure, each RF chain is connected to all antennas through phase shifters, which can achieve high spectral efficiency [8]-[12]. However, if base station terminal hosts hundreds or thousands of antennas because of the large-scale application of MIMO, the phase shifters in the FC structure will also increase greatly, which will still result in the significant energy consumption and hardware complexity. To avoid this problem, the SC structure makes each RF chain connect to part of antennas through phase shifters which greatly reduces the number of phase shifters needed [13]-[16]. Although the phase shifters are reduced observably in SC structure, its spectral efficiency is lower than FC structure. Hence, hybrid connected (HC) structure is proposed to balance the spectral efficiency, energy consumption and hardware complexity of FC and SC structure [17]-[20]. In HC structure, all antennas and RF chains are divided into several subarrays, in which each RF chain is connected with all antennas through phase shifters, which reduces phase shifters compared with FC and improves spectral efficiency compared with SC structure significantly.

According to the structure of mmWave channel, the idea of spatial constraint matrix reconstruction is applied to
the solution of analog and digital precoder by using orthogonal matching pursuit (OMP) algorithm, so as to achieve near-optimal spectral efficiency [8]. Due to the high complexity of OMP algorithm, the alternate minimization algorithm was proposed in [8] through imposing orthogonal constraints on the digital precoder, which is low complexity. This method could optimize alternately the digital and analog precoder in each iteration. However, the above two algorithms are aimed at FC system structure, which will lead to high hardware complexity and energy consumption. The SC system structure is adopted in [13], which applies an idea of the successive interference elimination (SIC) to the process of solving digital and analog precoding. In this method, the complex total achievable rate is decomposed into several sub-rates, which can be optimized successively. Nevertheless, compared with FC structure, the spectral efficiency in [13] is lower. Therefore, a hybrid precoding algorithm based on singular value decomposition (SVD) for HC structure is proposed in [19]. It calculates optimal unconstrained hybrid precoding matrix by utilizing SVD and gets hybrid precoding with constraint conditions. The spectrum efficiency of the SVD-based hybrid precoding is near that of the optimal unconstrained hybrid precoding. However, with the increase of antennas at the transmitter, the dimensions of the matrix to perform SVD also increase, which makes SVD process more complex and time-consuming.

To sum up, aiming at the high complexity brought by SVD in calculating the optimal unconstrained hybrid precoding matrix, we investigate the hybrid precoding scheme for HC structure. Firstly, the total achievable rate is simplified into several sub-rates, which are maximized by using SIC idea. Then, a low complexity hybrid precoding algorithm based on projection approximation subspace tracking (PAST) is proposed for each sub-rate optimization process. It has a lower complexity for avoiding the SVD process in calculating the optimal unconstrained hybrid precoding for each sub-rate. Simulation results show that the proposed algorithm can achieve almost the same performance as the hybrid precoding based on SVD in HC system architecture. And with the increase of transmitting antennas, the time consumption and complexity of the proposed algorithm are much lower than that of the SVD-based hybrid precoding, which can meet the real-time processing requirements of the communication. Moreover, the proposed algorithm has good universality, which can be applied to FC, SC and HC systems.

Notation: \( A^T \), \( A^H \), \( A^* \), \( A^{-1} \), \( |A| \), \( \|A\| \), denote the transpose, conjugate transpose, complex conjugation, inversion, determinant and Frobenius norm of matrix \( A \), respectively; \( E[\ ] \) represents mathematical expectation and \( I_N \) represents a \( N \times N \) identity matrix. The \( \text{CN}(\mu, \sigma^2) \) denotes complex Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \).

2. System Model

The transmitter is equipped with \( N_t \) antennas and \( N_{rf} \) RF chains in HC structure as shown in Fig. 1. The antennas and RF chains at the transmitter are divided into \( D \) sub-arrays, in which there is \( K (N_{rf}/D) \) RF chains connected with \( T (N_t/D) \) antennas through phase shifters. The \( N_i \) data streams pass through the RF chains after being pre-coded by the digital precoder \( F_{bb} \in \mathbb{C}^{N_{bb} \times N_i} \), to be pre-coded in the analog precoder \( F_{re} \in \mathbb{C}^{N_r \times N_{rf}} \) and finally sent to the antennas at the transmitter, where \( N_{rf} \) is subject to constraint \( N_s \leq N_{rf} \leq N_t \). Thus, when the receiver is equipped with \( N_s \) antennas, the received signal \( y \in \mathbb{C}^{N_s \times 1} \) can be expressed as:

\[
y = \sqrt{\rho} HF_{bb}s + n = \sqrt{\rho} HF_{s} + n
\]  

(1)

Where, \( \rho \) represents for the average received power; \( H \in \mathbb{C}^{N_s \times N_t} \) is the channel matrix; \( s \) is the \( N_s \times 1 \) signal vector satisfied to \( E[ss^H] = \frac{1}{N_s} I_{N_s} \), where \( E[\ ] \) represents mathematical expectation; \( n \) is the additive white Gaussian noise vector, and obeys \( n \in \text{CN}(0, \sigma^2) \).

![Fig. 1 The hybrid precoding system architecture for HC structure.](image)

The received signal \( y \) will be processed in the combiner \( W \), then we have:

\[
\hat{y} = \sqrt{\rho} W^H HF_{s} + W^H n
\]  

(2)

When signals are transmitted through the millimeter wave channel, the spectral efficiency of the system is [8]:
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\[ R = \log_2 \left( I_{N_t} + \frac{\rho}{N_t} R_s W^H H F_{bb} F_{bb}^H F_{bb}^H H^H W \right) \]  

(3)

Where, \( R_s = \sigma^2 W^H W \) represents the noise covariance matrix after combining.

The hybrid precoding matrix \( F \) with \( N_t \times N_t \) dimension is a combination of analog and digital precoding matrices. Since divided into several mutually independent submatrices according to structure of HC, the analog precoder is a block diagonal matrix, which can be expressed as:

\[ F_{RF} = \begin{bmatrix} F_{RF,1} & \cdots & F_{RF,i} & \cdots & F_{RF,K} \end{bmatrix} \]

where, the dimension of each submatrix of the analog precoding matrix is \( T \times K \). In the \( i \) th submatrix with \( F_{RF,i} = \begin{bmatrix} a_{1,i} & a_{2,i} & \cdots & a_{K,i} \end{bmatrix} \), the dimension of analog precoding vector \( a_{i,j} \) corresponding to the \( j \) th RF chain is \( T \times 1 \). All non-zero elements of \( F_{RF,i} \) should satisfy the identity amplitude constraint, but with different phases, namely \( |F_{RF,i}(\cdot)| = 1/\sqrt{T} \). Meanwhile, considering the complexity of the precoding design and the simplification of the following optimization objective, it is assumed that the digital precoding matrix is also a block diagonal matrix, given by:

\[ F_{bb} = \begin{bmatrix} F_{bb,1} & \cdots & F_{bb,i} & \cdots & F_{bb,K} \end{bmatrix} \]

(5)

The digital precoding matrix of each submatrix is \( K \times K \) dimension, provided \( N_{RF} = N_t \). \( F_{bb,i} = \begin{bmatrix} b_{1,i} & b_{2,i} & \cdots & b_{K,i} \end{bmatrix} \) and \( b_{i,j} \) is a digital precoding vector with \( 1 \times K \) dimension. Hence, the hybrid precoding matrix is also a block diagonal matrix meeting the total transmitted power constraint \( \| F_{RF} F_{bb} \|_F^2 \leq N_t \).

Due to the characteristic of free-space pathloss in mmWave communication, the transmission path of the mmWave signal is few and sparse. The traditional MIMO channel modeling methods are not suitable for channel models because of the limited scattering of mmWave channels. Therefore, the extended Saleh-Valenzuela cluster channel model is adopted in this paper, which depicts the channel matrix \( H \) as

\[ H = \sqrt{\frac{N_t}{N_t N_{ray}}} \sum_{i=1}^{N_{ray}} \sum_{j=1}^{N_t} \alpha_{ij} \cdot a_i(\phi_{ij}', \theta_{ij}') \cdot a_j(\phi_{ij}', \theta_{ij}')^H \]  

(6)

Where \( N_{\alpha} \) and \( N_{ray} \) represent channel scattering clusters and propagation paths in each scattering cluster respectively. In the \( j \) th propagation path of the \( i \) th scattering cluster, \( \alpha_{ij} \) stands for the gain in propagation path characterizing independently and identically distributed \( \mathcal{CN}(0, \sigma^2) \). \( \phi_{ij}' \) and \( \theta_{ij}' \) represent the azimuth and elevation angle of departure; \( \phi_{ij} \) and \( \theta_{ij} \) represent the azimuth and elevation angle of arrival. \( a_i(\phi_{ij}', \theta_{ij}') \) and \( a_j(\phi_{ij}', \theta_{ij}') \) denote the normalized array response vectors at the receiver and transmitter. When the uniform planar array (UPA) is considered to applied at the transceiver, \( a_i(\phi_{ij}', \theta_{ij}') \) and \( a_j(\phi_{ij}', \theta_{ij}') \) can be written as

\[ a_i(\phi, \theta) = \frac{1}{\sqrt{N_t}} \begin{bmatrix} e^{j2\pi \lambda (\sin \phi_a + \sin \phi_t)d \cos \theta} & \cdots & e^{j2\pi \lambda (\sin \phi_a + \sin \phi_t)(N_t-1) \cos \theta} \end{bmatrix} \]

(7)

Where \( N_{\alpha} \) is antennas at the receiver or transmitter; \( \lambda \) and \( \lambda \) are the space between antenna units and wavelength; \( M \) and \( N \) meet the equation of \( N_{\alpha} = M \cdot N \), and \( 0 \leq m < M \), \( 0 \leq n < N \).

3 A hybrid precoding based on PAST for HC system structure

In this section, the total achievable rate for HC system structure is decomposed into several sub-rate issues optimized via SIC idea. Then, the optimal unconstrained hybrid precoding of each sub-array is estimated by leveraging the PAST algorithm. The hybrid precoding with constraints is finally obtained.

3.1 Decomposition of the optimization problem

According to [8], in order to simplify the design of the precoding and combining matrix, the joint optimization problem (3) is decoupled, and the design of the precoding is mainly studied. In HC system, the total achievable rate \( R \) is stated as

\[ R = \log_2 \left( I_{N_t} + \frac{\rho}{N_t \sigma^2} H F_{bb} F_{bb}^H H^T \right) \]  

(8)

The optimization objective is to maximize the achievable rate by designing a hybrid precoding matrix \( F \), and the objective function is

\[ F_{opt} = \arg \max_F \log_2 \left( I_{N_t} + \frac{\rho}{N_t \sigma^2} H F_{bb} F_{bb}^H H^T \right) \]

s.t. \[ |F_{RF,j}(\cdot)| = 1/\sqrt{T} \]

\[ \| F_{RF} F_{bb} \|_F^2 \leq N_t \]

(9)

Unfortunately, the non-convex constraints of the formula
(9), namely the constraints of total transmitted power on the hybrid precoder and identical amplitude over all non-zero elements in analog precoder, make it difficult to solve the objective function (9). Consider that the hybrid precoding matrix \( F \) has a characteristic of being block diagonalization, where the precoding of each submatrix is independent of each other, then there is
\[
F = F_{RF}F_{BB} = \text{diag} \{ F_{RF,1}F_{BB,1}, \ldots, F_{RF,D}F_{BB,D} \} \tag{10}
\]
Therefore, the \( R \) can be decomposed into multiple subrate optimization problems, and the optimal solution of the objective function (9) can be obtained by maximizing the corresponding sub-rate of each sub-array.

According to the structure of the hybrid precoding matrix, the matrix \( F \) is divided into \( D \) submatrices, i.e.,
\[
F = [f_1, f_2, \ldots, f_D].
\]
It is further expressed as
\[
F = [F_{D-1}, f_D],
\]
where \( F_{D-1} \in \mathbb{C}^{N_s \times (D-1)} \) represents the first \( D-1 \) submatrices and \( f_D \in \mathbb{C}^{N_s \times K} \) is the \( D \) th submatrix. Hence, the total achievable rate in formula (8) can be rewritten as
\[
R = \log_2 \left( I_{N_s} + \frac{\rho}{N_s \sigma^2} H F F^H H^H \right) = \log_2 \left( I_{N_s} + \frac{\rho}{N_s \sigma^2} H [F_{D-1} f_D] [F_{D-1} f_D]^H H^H \right) = \log_2 \left( I_{N_s} + \frac{\rho}{N_s \sigma^2} (H F_{D-1} f_D H^H + H F_{D-1} f_D H^H) \right)
\]
\[
= \log_2 \left( \{0_{D-1}\} \right) + \log_2 \left( I_{N_s} + \frac{\rho}{N_s \sigma^2} Q_{D-1} H f_D f_D^H H^H \right) \tag{11}
\]
\[
= \sum_{i=1}^{D} \log_2 \left( I_{N_s} + \frac{\rho}{N_s \sigma^2} Q_{i-1} H f_i f_i^H H^H \right) = \sum_{i=1}^{D} \log_2 \left( I_{N_s} + \frac{\rho}{N_s \sigma^2} Q_{i-1} H f_i f_i^H H^H \right)
\]
Where (a) can be obtained on the basis of the fact that \( |AB| = |A| |B| \), and the defined auxiliary matrix
\[
Q_{D-1} = I_{N_s} + \frac{\rho}{N_s \sigma^2} H F_{D-1} f_D f_D^H H^H.
\]
has the same form as equation (8), matrix \( Q_{D-1} \) can be further decomposed in the similar method, as detailed in Appendix A. When the total achievable rate formula is fully decomposed, the result of (b) is acquired. Finally, transform the form of formula according to the principle \( |I + AB| = |I + BA| \) defining \( A = Q_{i-1} H f_i \) and \( B = f_i^H H^H \) to obtain (c), where
\[
Q_i = I_{N_s} + \frac{\rho}{N_s \sigma^2} H F_i f_i^H H^H \quad \text{and} \quad Q_i = P_{i-1}.
\]
It can be seen from equation (11) that the total achievable rate is finally decomposed into multiple sub-rates. According to the SIC idea for multi-user signal detection mentioned in \( [13] \), which refers to removing the signal interference of other \( k-1 \) users when the receiver detects the signal of the \( k \) th user, the sub-rate of the first subarray is optimized to obtain the hybrid precoding matrix \( f_1 \). The matrix \( F_1 \) formed by \( f_1 \) is used to update the auxiliary matrix \( Q_0 \). It can be utilized to eliminate the interference of the first subarray on the second subarray, and then the sub-rate of the second subarray could be optimized to obtain the hybrid precoding matrix \( f_2 \). The matrix \( F_2 \) formed by \( f_1 \) and \( f_2 \) is used to update the auxiliary matrix \( Q_1 \), which will be utilized to eliminate the interference of the first and second subarray on the third subarray \( f_3 \).

In a similar way, the hybrid precoding matrix of all subarrays can be obtained.

3.2 Design of hybrid precoding matrices with constraints

According to (11), the sub-rate optimization problem of the \( i \) th subarray can be stated as
\[
f_i^{\text{opt}} = \arg \max_{f_i \in \mathbb{R}} \log_2 \left( I_{N_s} + \frac{\rho}{N_s \sigma^2} f_i^H P_{i-1} f_i \right) \tag{12}
\]
Where \( F \) is all set of hybrid precoding matrices satisfying the constraints described in (9), and \( P_{i-1} = H^H Q_{i-1} H \) is a \( N_s \times N_s \) Hermitian matrix. It is can realized from (10) that the hybrid precoding of HC structure is block diagonal matrix, in which non-zero elements in the \( i \) th precoding matrix \( f_i \) is from \( ((i-1)T+1) \) to \( iT \) rows. Therefore, (12) can be further written as
\[
f_i^{\text{opt}} = \arg \max_{f_i \in \mathbb{R}} \log_2 \left( I_{N_s} + \frac{\rho}{N_s \sigma^2} f_i^H P_{i-1} f_i \right) \tag{13}
\]
Similarly, \( \hat{F} \) is a feasible set of \( T \times K \) dimensionality that satisfies the constraints and \( \hat{P}_{i-1} \) is a submatrix cut off from \( ((i-1)T+1) \) to \( iT \) rows and columns of \( P_{i-1} \), which is \( T \times T \) Hermitian matrix.

SVD of \( \hat{P}_{i-1} \) is performed, that is, \( \hat{P}_{i-1} = V \Sigma V^H \), where \( \Sigma \) is a \( T \times T \) diagonal matrix, elements of which are singular value of \( \hat{P}_{i-1} \) and arranged from largest to smallest, and \( V \) is the \( T \times T \) unitary matrix. The optimal unconstrained hybrid precoding of the \( i \) th subarray in (13), denoted as \( V_k \), is the first \( K \) column of right singular matrix \( V \) of \( \hat{P}_{i-1} \), namely
\[
f_i^{\text{opt}} = V(:,1:K) = V_k \tag{14}
\]
Then, the optimal unconstrained hybrid precoding of the
i + 1 th subarray is obtained in the same SVD method according to  \( \hat{P}_i \) updated by \( V_k \) of the i th subarray. Finally, the total optimal unconstrained hybrid precoding matrix \( F^{opt} \) can be get. However, \( F^{opt} \) is not a final hybrid precoding matrix due to constraints described in (9). Therefore, we obtain the corresponding hybrid precoding matrix of each subarray from the feasible set under the constraints. According to [8], optimization problem (13) can be equivalent to the following formula

\[
\hat{f}_i^{opt} = \arg \min_{\hat{f}_i \in \mathbf{F}} \left\| V_k - \hat{f}_i \right\|
\]  

**Proof:** See Appendix B.

The hybrid precoding matrix can be obtained by minimizing the Euclidean distance with \( V_k \).

Using the phase extraction method to satisfy the identity amplitude constraint, analog precoding matrix is optimized as

\[
F_{RF,j} = \frac{1}{\sqrt{T}} \exp(j*\text{angle}(V_k))
\]

(16)

When \( K = 1 \), that is, there is only one RF chain of the subarray, the digital precoding and the final obtained hybrid precoding matrix are as follows:

\[
F_{BB,j} = \frac{1}{\sqrt{T}} |V_k| \exp(j*\text{angle}(V_k))
\]

(17)

\[
\hat{f}_j = \frac{1}{T} |V_k| \exp(j*\text{angle}(V_k))
\]

(18)

When \( K > 1 \), namely the RF chain of the subarray is greater than 1, the digital precoding is solved by the least square method, and the final precoding matrix is obtained as follows:

\[
F_{BB,j} = \left(F_{RF,j}^{-1} F_{RF}^{-1} \right)^\dagger F_{RF,j} F_{RF}^{-1} V_k
\]

(19)

\[
\hat{f}_j = F_{RF,j} F_{BB,j}
\]

(20)

All the sub-rate optimization problems are solved by the same method to acquire the hybrid precoding matrix with the constraints.

3.3 The hybrid precoding based on PAST algorithm

In formula (14), SVD is performed on the auxiliary matrix \( \hat{P}_{t-1} \), and the first \( K \) columns of the right singular matrix of \( \hat{P}_{t-1} \) is selected as the optimal unconstrained hybrid precoding matrix \( \hat{f}_i^{opt} \) of the \( i \) th subarray. However, as antennas increases, the dimensions of the matrix \( \hat{P}_{t-1} \) will gradually increase, which will result in a high complexity and time consumption of SVD for \( \hat{P}_{t-1} \). Therefore, the PAST algorithm with a lower complexity is adopted to estimate only the required major column vectors of the right singular matrix to avoid the SVD process of calculating the whole right singular matrix.

In the PAST algorithm, we will take \( PP = \hat{P}_{t-1}^H \hat{P}_{t-1} \) as the data sample matrix, row of which is considered as the data sample vector \( x \). When the data sample vector \( x_j \) is input to estimate value of the most dominant singular vector \( w_j \) of the matrix \( \hat{P}_{t-1} \), the PAST algorithm can be simplified as

\[
w_j = w_j^0 x_j + \frac{1}{d_j} \left[ x_j - w_j^0 y_j \right] y_j^0
\]

(21)

Where \( y_j = w_j^0 x_j \) and \( d_j = d_j + \left| y_j \right|^2 \). It can be seen that the PAST algorithm is a gradient algorithm whose step size \( d_j \) is used for self-tuning. The projection of the current data sample vector \( x_j \) on \( w_j \) is removed from \( x_j \) itself after the most dominant singular vector \( w_j \) is estimated. At this point, the second dominant singular vector dominates the estimation vector to be updated, which can be estimated and extracted just like the most dominant singular vector. The process is repeated until all the singular vectors \( W_j \) are estimated in order.

Then, continue to input the data sample vectors \( x_{t+1} \) and update all the singular vectors \( W_{t+1} \) in order by (21) combining with the estimated value \( W_j \) of the singular vectors obtained in the previous process, until all the data sample vectors participate in the estimation. The PAST is an estimation algorithm, and leads to the loss of orthogonality between the columns of the final estimation result \( W_f \). Hence, orthogonalization processing of \( W_f \) is required at the end of the algorithm.

In the simulation, orthogonalization is realized by function orth() in MATLAB. The singular vector estimation process for the auxiliary matrix \( \hat{P}_{t-1} \) is shown in algorithm 1.

Based on the above analysis, the algorithm in this paper first calculates the estimated value \( V_k \) of the first \( K \) columns of the right singular matrix for the auxiliary matrix \( \hat{P} \) according to algorithm 1, and then utilizes \( V_k \) to achieve \( F_{RF, j}, F_{BB, j} \) and hybrid precoding matrix under the constraints. The methods of solving the digital precoding matrix are different according to RF chains in subarray. Then, the matrix \( F \) of the whole system is formed diagonally by that of subarrays. Finally, the updated results for \( \hat{P} \) through the obtained subarray hybrid precoding matrix are used as the input of the next subarray hybrid precoding solution. When all the submatrix hybrid precoding matrices have been
calculated, the block diagonal-form hybrid precoding matrix $F$ of the whole system is output. The specific algorithm flow is shown in algorithm 2.

**Algorithm 1:** Projection approximation subspace tracking (PAST) algorithm.

**Input:** auxiliary matrix $\hat{P}_{t-1}$, the number $K$ of singular vectors to be estimated.

**Output:** The estimation $V_K$ of the first $K$ columns of the right singular matrix of the auxiliary matrix $\hat{P}_{t-1}$.

**Initialization:** $W_0$, $d_0$

1. $PP = P^H_{t-1} \hat{P}_{t-1}$
2. for $j = 1:T$
3. \hspace{0.5cm} $x_j = PP^H(j,:)$
4. \hspace{0.5cm} for $k = 1:K$
5. \hspace{1cm} $y = W^H_{j,k}(k,:)$
6. \hspace{1cm} $d_j(k) = d_{j-1}(k) + |y|^2$
7. \hspace{1cm} $e = x_j - W_{j-1}(k,:)$
8. \hspace{1cm} $W_j(k,:)= W_{j-1}(k,:) + e \cdot y^* / d_j(k)$
9. \hspace{1cm} $x_j = x_j - W_j(k,:)$
10. end for
11. end for
12. $V_K = orth(W_T)$

**Algorithm 2:** The hybrid precoding based on PAST algorithm

**Input:** channel matrix $H$, $D$, $K$.

**Output:** The hybrid precoding matrix $F$.

1. $P_0 = H^H H$
2. for $i = 1:D$
3. \hspace{0.5cm} $\hat{P}_{t-1} = V\Sigma V^H$ obtained by algorithm 1
4. \hspace{0.5cm} $F_{RF,i} = \frac{1}{N}\exp(j \cdot \text{angle}(V_K))$
5. \hspace{0.5cm} if $K=1$
6. \hspace{1cm} $F_{BB,i} = \frac{1}{\sqrt{t}} \|V_K\|_2$
7. \hspace{1cm} else
8. \hspace{2cm} $F_{BB,i} = (F_{RF,i}F_{RF,i})^{-1} F_{RF,i} V_K$
9. \hspace{1cm} end if
10. \hspace{0.5cm} $\hat{f}_i = F_{RF,i} F_{BB,i}$
11. \hspace{0.5cm} $F = \text{blkdiag}(F_i, \hat{f}_i)$
12. \hspace{0.5cm} $Q_i = I_{N_i} + \frac{\rho}{N_i \sigma^2} HF_{i} F_{i}^H H^H$
13. \hspace{0.5cm} $P_i = H^H Q_{i}^{-1} H$
14. end for

It is worth mentioning that the proposed PAST-based hybrid precoding can be also applied to the combining at the user following the similar method in [8] after the hybrid precoding matrix $F$ is designed. Similar to [13], the research in this paper only focuses on hybrid precoding and further discussion about hybrid combining will be left for future work.

**4. Simulation results**

In this section, we consider the optimal unconstrained hybrid precoding FC-OPT in the FC system structure, the OMP algorithm FC-OMP in [8], the Power Iteration (PI) algorithm SC-PI in [13] and the SVD algorithm for connection modes of FC, HC and SC in [19] as comparison to demonstrate performance of the proposed algorithm in the simulation experiment. In the simulation experiment, the parameters of hybrid precoding system architecture are set as follow: $N_f = 144$, $N_r = 36$ and $N_c = N_{RF}$. In particular, HC system structure is divided into two subarrays, namely $D = 2$. The distance between the antenna units $d = \frac{\lambda}{2}$ and Signal-to-noise Ratio (SNR) is defined as $\frac{\rho}{\sigma^2}$.

![Fig. 2 Spectrum efficiency of the hybrid precoding algorithms with different scattering clusters.](Image)

The mmWave channel strictly decides the spectral efficiency of hybrid precoding algorithm. Therefore, the influence of the scattering clusters of mmWave channel parameter on the spectral efficiency of hybrid precoding with FC structure at $SNR = 0 dB$ is illustrated. As can be seen in Figure 2, with the increase of number of scattering clusters $N_{cl}$, the spectral efficiency of each hybrid precoding gradually increases, which is due to the increase of signal transmission paths. When $N_{cl} \geq 5$, the spectral efficiency is basically stable. Therefore, the number of scattering clusters $N_{cl}$ is set to 5. The number of propagation paths $N_{op}$ is usually set to 10.
To reduce interference and increase beamforming gain, the directional and omnidirectional antenna array are used in the transmitter and receiver, respectively. Similar to [8], the azimuth and elevation widths of the transmitting end are 60° and 20° respectively. Hence, The parameters \( \phi_j \) and \( \theta_j \) in transmitter are assumed to follow a uniform distribution within \([-30^\circ, 30^\circ]\) and \([70^\circ, 90^\circ]\); \( \phi_j \) and \( \theta_j \) of receiver are uniformly distribute in \([-180^\circ, 180^\circ]\) and \([0, 180^\circ]\) respectively.

In particular, a scattering cluster of azimuth of departure is formed by taking an angle between \(-30^\circ\) and \(30^\circ\) based on the uniform distribution, and then doing angular spread of \(7.5^\circ\). In the cluster, the specific angle of each propagation path is obtained according to the uniform distribution.

Figure 3 shows the spectral efficiency comparison of hybrid precoding algorithms, where \( N_s = N_{sc} = 4 \). The calculation of spectral efficiency is shown in (3). However, since the combiner is not studied in this paper, the optimal combiner matrix is used to calculate the spectral efficiency of the schemes, namely \( W_{opt} = U(:,1:N_s) \) and \( H = USV^H \). Firstly, the PAST-based hybrid precoding proposed in this paper is simulated in FC, SC and HC system structures. We can observe from Figure 3 that the proposed PAST-based hybrid precoding schemes is applicable for FC, SC and HC structure by setting the number of system structure subarrays as \( D = 1 \), \( D = 2 \) and \( D = 4 \) respectively. The PAST-based hybrid precoding for HC structure is the focus of this paper. When comparing the spectral efficiency of the algorithms, only the algorithms under the same system connection structure is compared, and no comparison is made between algorithms with different connection structure. In FC structure, FC-OPT is the optimal unconstrained hybrid precoding algorithm, and its spectral efficiency is the highest; meanwhile, the spectral efficiency of the proposed algorithm FC-PAST is close to that of FC-SVD and FC-OMP. In HC structure, the proposed algorithm HC-PAST can achieve approximate spectral efficiency as HC-SVD. In the SC structure, the spectral efficiency of the proposed SC-PAST algorithm is almost the same as that of SC-SVD, but higher than that of SC-PI algorithm. To sum up, the proposed algorithm can achieve high spectral efficiency and has the performance close to the SVD-based hybrid precoding.

Figure 4 provides the comparison of the spectral efficiencies of hybrid precoding schemes under different RF chains at \( SNR = 0dB \) and \( SNR = -10dB \). Figure 4 further illustrates the spectral efficiency of the proposed algorithm from the perspective of the RF chain. As can
be seen from the Figure 4, no matter how RF chains changes, the proposed PAST-based hybrid precoding schemes can achieve close spectral efficiency as SVD-based in the same connection structure. In particular, the proposed SC-PAST algorithm always achieves higher spectral efficiency than SC-PI. Therefore, the proposed algorithm in this paper still has good performance when the RF chain changes. Combined with Figure 3, we further find that the FC structure achieves greater spectral efficiency than HC, and similarly the HC is greater than SC. Therefore, the HC structure achieves much better balance of the spectral efficiency between FC and SC structure. However, the spectral efficiency of some algorithms in Figure 4 are likely to reduce with the increase of RF chains. This is because when the total power of the transmission is limited and equal power allocation is hypothesized, the increase of data streams $N_t$ will result in a reduction in the average power allocated to each data stream. In particular, in the SC structure the digital precoding is a diagonal matrix as RF chain of each subarray is one, which only has a function of power allocation and does not eliminate the interference between the data streams. Therefore, the spectral efficiency possibly decreases as the RF chains increase. Meanwhile, by further comparison of figure 4(a) and 4(b), it can be seen that the overall spectral efficiency of hybrid precoding algorithm is higher when $SNR = 0dB$. This is because the interference of the noise to the signal is small when the SNR is high, so the system achievable performance of both the proposed and other algorithms is better.

![Image](image_url)

**Fig. 5** Energy efficiency of hybrid precoding algorithm with different RF chains.

The energy efficiency comparison of HC-PAST, FC-OMP and SC-PI hybrid precoding schemes at $SNR = 0dB$ and $SNR = -10dB$ is showed in Fig.5. Since the energy efficiency is related to the connection structure of the system, the PAST-based algorithm for HC structure is selected for comparison with the algorithms corresponding to FC and SC structure. The energy efficiency $\eta$ is the ratio of spectral efficiency $R$ to the total power consumption of the system, namely:

$$\eta = \frac{R}{\sum_{i} P_i}$$

Where $P_i$ is the energy of the transmitter; $P_{tr}$ is the energy consumed by the power amplifier at the antenna transmitter; $P_{tr}$ and $P_{ps}$ are the energy consumed by each RF chain, and phase shifter, respectively and $N_{ps}$ represents the total phase shifters of system. The energy consumption of each component is set as: $P_{t} = 10W$, $P_{tr} = 100mW$, $P_{ps} = 100mW$, $P_{ps} = 10mW$. In simulation, the total transmitting antennas $N_t$ RF chains $N_{tr}$ and transmitter energy $P_t$ are set to same values in the different hybrid precoding schemes. The differences between hybrid precoding schemes are the number of phase shifters and the spectral efficiency. It can be seen from Figure 4 that HC-PAST can achieve relatively high spectral efficiency. Meanwhile, the number of phase shifters $N_{ps}$ in FC-OMP and SC structure are $N_{tr} \times N_t$ and $N_t$ respectively, and $N_{ps}$ in HC-PAST is 1/4 of that in FC-OMP. Hence, the low number of phase shifters and the high spectral efficiency are the main reason for the energy efficiency of HC over 1.0 at $SNR = 0dB$ when RF chain is 6 or 8 in Figure 5. On the other hand, it can be seen from Figure 4 that the spectral efficiency of the hybrid precoding algorithms is generally very low when $SNR = -10dB$. It results in lower energy efficiency of the hybrid precoding algorithms in Figure 5. Therefore, the low spectral efficiency makes the energy efficiency of the hybrid precoding algorithms insufficient to exceed 1.0. We could observe from Figure 5 that the energy efficiency of the HC-PAST scheme is always higher than the SC-PI scheme. When RF chains is 2 or 4 at $SNR = 0dB$, the energy efficiency of HC-PAST is close to that of FC-OMP; when RF chains is greater than 6, the energy efficiency of HC-PAST is higher than that of FC-OMP. Therefore, HC-PAST with high energy efficiency achieves trade-off of the hardware complexity and spectral efficiency between FC-OMP and SC-PI. Fig.6 provides the time consumption comparison between SVD and the PAST algorithm at $SNR = 0dB$ and $N_t = N_{tr} = 4$. The time consumption is obtained with Matlab on a PC of 1.60 GHz. It can be observed from Fig.6 that the HC-PAST consumes slightly more time than HC-SVD in $N_t \leq 256$. The time consumed by both HC-SVD and SVD is much higher than that of HC-PAST and PAST in $N_t > 256$, respectively, and with the increase of $N_t$, the time consumption of SVD is almost
twice that of PAST algorithm. According to [21], calculating a right singular matrix of \( m \times n \) matrix \( \hat{P}_{i-1} \) with SVD requires at least \( mn^2 + O(n^3) \) operations, where \( mn^2 \) is complexity of calculating \( \hat{P}_{i-1}^H \hat{P}_{i-1} \). When estimating the first \( K \) columns of a right singular matrix of \( m \times n \) matrix \( \hat{P}_{i-1} \) with PAST algorithm, calculating the auxiliary matrix PP need \( mn^2 \) operations and the computational complexity from step 2 to 12 in algorithm 1 is \( 6mnK + O(K) \). Hence, the difference of complexity of SVD and PAST is \( O(n^3) \) and \( 6mnK + O(K) \) respectively, where \( m = n \) and \( K = 2 \) in this simulation. When transmitting antennas increases, the computational complexity of SVD increases by \( n^3 \), which is higher than \( 12n^2 + O(2) \) of the PAST algorithm. In combination with Fig. 3 and Fig. 4, the proposed PAST-based schemes can achieve near performance with SVD-based hybrid precoding and has lower complexity and less time consumption.

**Fig. 6** Time consumption of algorithm with different transmitting antennas.

### 5. Conclusions

In this paper, we propose a low complexity hybrid precoding scheme with HC structure for mmWave massive MIMO system. Firstly, according to a characteristic of block diagonalization of hybrid precoding matrix, the total achievable rate is decomposed into several sub-rates. Then, the optimal unconstrained hybrid precoding matrix of each sub-rate is estimated by the low complexity PAST algorithm. Finally, the analog and digital precoding matrix of sub-rates with constraints are obtained according to the idea of SIC. Simulation results demonstrate that the proposed PAST-based hybrid precoding scheme can achieve similar performance as the SVD-based scheme. And the time consumption and complexity of the proposed PAST-based hybrid precoding scheme are much lower than that of SVD-based scheme with the increase of transmitting antennas.

### Appendix A

Since \( \log_2 \left| Q_{D-1} \right| \) has the same form as equation (8), matrix \( Q_{D-1} \) can be further decomposed in the similar method, where \( Q_{D-1} = I_s + \frac{\rho}{N_s \sigma^2} H_f F_{D-1}^H H^H \). Firstly, denote the matrix \( F_{D-1} \) as \( F_{D-1} = [F_{D-2}, f_{D-1}] \), where \( F_{D-2} \) represents the first \( D - 2 \) submatrices and \( f_{D-1} \) is the \( D - 1 \) th submatrix. Hence, the matrix \( Q_{D-1} \) can be further decomposed:

\[
\log_2 \left| Q_{D-1} \right| = \log_2 \left( I_s + \frac{\rho}{N_s \sigma^2} H_f F_{D-1}^H H^H \right)
\]

and

\[
= \log_2 \left( I_s + \frac{\rho}{N_s \sigma^2} H_f F_{D-2}^H H^H \right)
\]

\[
+ \log_2 \left( I_s + \frac{\rho}{N_s \sigma^2} H_f f_{D-1}^H f_{D-1}^H H^H \right)
\]

\[
= \log_2 \left( I_s + \frac{\rho}{N_s \sigma^2} H_f F_{D-2}^H H^H \right)
\]

\[
+ \log_2 \left( I_s + \frac{\rho}{N_s \sigma^2} H_f f_{D-1}^H H^H \right)
\]

\[
= \log_2 \left( I_s + \frac{\rho}{N_s \sigma^2} H_f F_{D-2}^H H^H \right)
\]

\[
+ \log_2 \left( I_s + \frac{\rho}{N_s \sigma^2} H_f f_{D-1}^H f_{D-1}^H H^H \right)
\]

(23)

The auxiliary matrix \( Q_{D-2} = I_s + \frac{\rho}{N_s \sigma^2} H_f F_{D-2}^H H^H \) is also defined, and the above equation can be expressed as:

\[
\log_2 \left| Q_{D-2} \right| = \log_2 \left( I_s + \frac{\rho}{N_s \sigma^2} Q_{D-1}^{-1} H_f f_{D-1}^H H^H \right)
\]

\[
+ \log_2 \left( I_s + \frac{\rho}{N_s \sigma^2} H_f F_{D-2}^H H^H \right)
\]

(24)

Continue to decompose \( \log_2 \left| Q_{D-2} \right| \) in the same way until the total reachable rate formula is completely decomposed, and the following results are obtained:

\[
\sum_{i=1}^{D} \log_2 \left( I_s + \frac{\rho}{N_s \sigma^2} Q_{i-1}^{-1} H_f f_i^H H^H \right)
\]

(25)
Appendix B

The proof that optimization problem (13) can be equivalent to (15) is similar to that of Section III in [8].

\[
\hat{f}_i^{opt} = \arg \max_{f_i \in \mathbb{F}} \log_2 \left( I_k + \frac{\rho}{N_i \sigma^2} \hat{f}_i \right)
\]

(26)

Firstly, perform singular value decomposition on \( \hat{P}_{i-1} \), namely, \( \hat{P}_{i-1} = V \Sigma V^H \) and then divide \( \Sigma \) and \( V \) into two parts. The above formula can be rewritten as:

\[
R = \log_2 \left( I_k + \frac{\rho}{N_i \sigma^2} \hat{f}_i V \Sigma V^H \hat{f}_i \right)
= \log_2 \left( I_k + \frac{\rho}{N_i \sigma^2} \hat{f}_i V_1 \Sigma_1 V_1^H \hat{f}_i + \frac{\rho}{N_i \sigma^2} \hat{f}_i V_2 \Sigma_2 V_2^H \hat{f}_i \right)
= \log_2 \left( I_k + \frac{\rho}{N_i \sigma^2} \hat{f}_i V_1 \Sigma_1 V_1^H \hat{f}_i \right) + \log_2 \left( I_k + \frac{\rho}{N_i \sigma^2} \hat{f}_i V_2 \Sigma_2 V_2^H \hat{f}_i \right)
\]

(27)

The optimization objective is to find a hybrid precoding matrix \( \hat{f}_i \) which is close enough to matrix \( V_i \). Hence, \( \hat{f}_i \) and \( V_2 \) are approximately orthogonal, i.e. \( \hat{f}_i^H V_2 \approx 0 \). According to the principle

\[ I + BA = (I + B)(I - (I + B)^{-1}B(I - A)) \]

, the above formula could be simplified as:

\[
R \approx \log_2 \left( I_k + \frac{\rho \Sigma_1}{N_i \sigma^2} \hat{f}_i V_1 \hat{f}_i \right)
= \log_2 \left( I_k + \frac{\rho \Sigma_1}{N_i \sigma^2} \right) + \log_2 \left( I_k - \left(I_k + \frac{\rho \Sigma_1}{N_i \sigma^2}\right)^{-1} \frac{\rho}{N_i \sigma^2} (I_k - \hat{f}_i V_1 \hat{f}_i) \right)
\]

(28)

Since the eigenvalues of matrix

\[
T = \left(I_k + \frac{\rho \Sigma_1}{N_i \sigma^2}\right)^{-1} \frac{\rho}{N_i \sigma^2} (I_k - \hat{f}_i V_1 \hat{f}_i)
\]

are small, the approximate formula

\[
\log_2 \left( I_k - T \right) \approx \log_2 \left( I_k - \text{tr} \left( T \right) \right) \approx -\text{tr} \left( T \right)
\]

can be used to further simplify formula (28):\n
\[
\log_2 \left( I_k + \frac{\rho \Sigma_1}{N_i \sigma^2} \right) - \text{tr} \left( I_k + \frac{\rho \Sigma_1}{N_i \sigma^2} \right)^{-1} \frac{\rho}{N_i \sigma^2} (I_k - \hat{f}_i V_1 \hat{f}_i)
\]

(29)

According to the high SNR approximation formula

\[
(I_k + \frac{\rho \Sigma_1}{N_i \sigma^2})^{-1} \frac{\rho \Sigma_1}{N_i \sigma^2} \approx I_k
\]

, the above formula is simplified as:

\[
\log_2 \left( I_k + \frac{\rho \Sigma_1}{N_i \sigma^2} \right) - \text{tr} \left( I_k - \hat{f}_i V_1 \hat{f}_i \right)
\]

(30)

Therefore, maximizing the sub-rate corresponding to the \( i \) th subarray is equivalent to maximizing

\[ \text{tr} \left( V_i^H \hat{f}_i \right) \]

, which is to minimize the Euclidean distance between the matrix \( V_i \) and \( \hat{f}_i \). Therefore, optimization problem (13) can be equivalent to the following formula:

\[
\hat{f}_i^{opt} = \arg \min_{\hat{f}_i \in \mathbb{F}} \left\| V_i - \hat{f}_i \right\|_F^2
\]

(31)
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