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SUMMARY  In distributed processing for communication services, a proper server selection scheme is required to reduce delay by ensuring the event occurrence order. Although a conservative synchronization algorithm (CSA) has been used to achieve this goal, an optimistic synchronization algorithm (OSA) can be feasible for synchronizing distributed systems. In comparison with CSA, which reproduces events in occurrence order before processing applications, OSA can be feasible to realize low delay communication as the processing events arrive sequentially. This paper proposes an optimal server selection scheme that uses OSA for distributed processing systems to minimize end-to-end delay under the condition that maximum status holding time is limited. In other words, the end-to-end delay is minimized based on the allowed rollback time, which is given according to the application designing aspects and availability of computing resources. Numerical results indicate that the proposed scheme reduces the delay compared to the conventional scheme.
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1. Introduction

Various network applications are being provided from a cloud environment with the development of virtualization technology and cloud services [1]. Besides, information and communication technology has been introduced into various industries, and many services utilizing the cloud environment in various industrial fields, such as agriculture, medical care, environment, and entertainment. In applications provided via a network, communication delay may cause degradation of service quality. The delay is recommended less than several tens of ms for applications that require real-time communication, such as telephone conferences [2], net-games [3], and music sessions [4] played with multiple locations. In addition, these applications need to process events in the actual occurrence order to ensure fairness among users.

Several study [5,6] have been demonstrate the pros and cons of parallel and distributed systems for processing events in their actual occurrence order. Researchers are exploring their actual event occurrence while keeping the parallelism of processes. It is one of the significant issues in parallel and distributed systems [7,8]. These research issues are typically handled by adapting different synchronization algorithms, which are mainly divided into two categories, namely conservative synchronization algorithm (CSA) and optimistic synchronization algorithm (OSA) [9]. CSA keeps the order of events to be their actual order by attaching the time information to the event. On the other hand, the OSA does not need to maintain the correct event order in advance. If the processing function receives a past event, it guarantees the order of events by rolling back the status and corrects its result. These approaches are applicable for delay-sensitive applications, such as network shooter games [10] or transaction management systems [11]. Since the processing history is continuously stored in the rollback approach, the memory consumption can be an issue, compared to CSA.

At the delay-sensitive communication services, the work in [12,13] presented a server selection scheme for a distributed processing system. This work achieves a lower delay communication among multiple users while ensuring their actual event order at users compared to central processing or distributed processing with CSA. In [12,13], the event order is reproduced in their actual order of occurrence based on CSA. As a result, CSA reproduces events in the occurrence order before processing applications, which introduces additional delay. OSA is typically used to realize better delay performance than CSA [14].

This paper proposes a server selection scheme based on OSA to minimize end-to-end delay under the condition that a maximum status holding time is limited. The maximum status holding time affects the application designing and the memory consumption of processing servers. Compared to CSA, the proposed scheme contributes to a lower delay for applications under the condition that the maximum delay of applications and maximum memory resources of servers are limited. This scheme is processed on a distributed processing system. An integer linear programming (ILP) problem is formulated to determine the optimal set of servers, each of which is assigned to users, for the proposed scheme. We prove that the decision version of the server selection problem in the proposed scheme is NP-complete.

We evaluate the proposed scheme in terms of delay and computation time for COST239 [15] and JPN [16] networks, and compare it to the conventional CSA-based server selection scheme. Numerical results indicate that the proposed scheme reduces the delay compared to the conventional scheme, by employing additional computations. Note that the conventional scheme in [12,13] is a server selection scheme based on CSA for distributed servers to minimize the end-end delay.

This paper is an extended version of [17] and the main additions are as follows. We present the related works on
distributed systems for ensuring event occurrence order, low delay processing systems for network applications, and the optimization and approximate algorithms of server selection problems. As the server selection problem, the proposed scheme can set the maximum status holding time of each server as a constraint of server selection. This improvement is effective for the condition that the maximum memory resources of each server are different. We prove that the decision version of the server selection problem is NP-complete. We extensively evaluate delay characteristics depending on the given parameters, including the number of users, the maximum number of users who select the server, and the maximum status holding time. These evaluations contribute to confirming the effectiveness of the proposed scheme under various conditions.

The rest of the paper is organized as follows. Section 2 presents the related works on low delay communication and distributed systems. The prerequisite of server selection for the proposed scheme is presented in Section 3. The formulation of the proposed scheme is presented in Section 4. Section 5 presents the proof of NP-completeness of the server selection problem. In Section 6, we evaluate the proposed scheme in terms of delay and computation time compared to the conventional scheme. Finally, Section 7 concludes the paper.

2. Related work

The edge computing technology [18] has been considered to reduce delay by executing applications on servers near the user. It is observed from the latest research that, when edge computing is incorporated, the performance is improved 20-70% compared to the standard web engine [19]. This technique is effective for server-client type applications, but it is not effective for multiple-user interactive communication processed at distributed servers, as synchronization on servers in the network causes extra delay.

For multiple-user interactive communication services, the works in [12, 13] presented server selection schemes based on CSA to reduce delay by ensuring the event occurrence order. These schemes contribute to making applications easily and provide a usage environment with low delay. The OSA-based approach, which processes events at arrival, is expected to achieve lower delay than the CSA-based approach. This is because OSA does not need to maintain the correct event order before application processing.

For ensuring the actual event occurrence order for distributed systems, the occurrence of event order in CSA is guaranteed consecutively by assigning the evidence of time to the event. In contrast, OSA does not require reproducing their actual occurrence order of events before processing. When a previous occurrence event arrives at the processing server, it guarantees the sequence of event occurrences by rolling back the application status and tuning its result. Time Warp [14] is known as a method for implementing OSA. At the Time Warp mechanism, each server processes events asynchronously with other servers based on optimistic synchronization. Memory consumption is one of the major constraints for the Time Warp. Another constraint is that there are events which cannot be rolled back once they are executed. The maximum time of rollback is introduced to manage these constraints, and this time is called global virtual time (GVT). In other words, it is not necessary to hold the status of events before GVT from the current time, and the processing can be completed since there is no need for the rollback.

The work in [20] introduced algorithms for reducing the number of statuses and memory consumption compared to Time Warp. Y. B. Lin et al. [21] presented an algorithm for selecting the checkpoint interval. The optimum checkpoint period is determined during the Time Warp execution; the status of cycles is saved at the checkpoint. These works contribute to reducing memory consumption in Time Warp. Our research work does not aim merely to reduce memory consumption but aims to minimize the communication delay using available memory resources.

Our research contributes to reducing the end-to-end delay for network applications in which each user interactively communicates at multiple locations. Our research is based on the OSA-based synchronization and achieves lower delay compared to the CSA-based approach. The delay advantage of OSA is that it allows processing events without waiting. Compared to the CSA-based approach, the end-to-end delay using OSA is smaller since there is no event waiting. However, the constraint to hold the status of events for the duration of GVT may restrict application designing and server memory resources. In our research, the delay is minimized considering the constraint of GVT, which is determined based on application designing and memory resources of servers. It is considered as a new approach to distributed processing that reduces delay with memory consumption as a constraint in OSA.

3. Prerequisite of server selection for proposed scheme

Figure 1 shows an example topology of users and servers. Each number attached to a link indicates a delay associated with the link.
3.1 Optimistic and conservative synchronizations

In the CSA-based scheme [12, 13], events are rearranged according to occurrence order before processing applications. In the OSA-based scheme, because of the rollback process, it is necessary to hold the past application status until the arrival of the slowest event. Figure 2 shows an example of synchronization based on OSA and compares it with the CSA-based synchronization. We define a unit-less time for comparison. \( S_n \) represents the status of application on each server, where \( n \) is the status index. \( S_n \) is updated \( S_{n+1} \) by receiving an event. The event occurrence times of users 1, 2, and 3 are 0.00, 0.01, and 0.02, respectively. In Fig. 2 (a), the status is rolled back 0.01 ago and changed from \( S_1 \) to \( S_2 \), when server B receives event 2. In Fig. 2 (b), the status is changed from \( S_1 \) to \( S_2 \) after waiting for 0.03 until server B processes the event. The dotted line arrows drawn against \( S_n \) indicate the rollback process in Fig. 2 (a) and the event waiting process in Fig. 2 (b). Since the statuses after receiving server B of events 2 and 1 are different, we describe them as different statuses with \( S_2 \) and \( S_3 \).

In OSA adopted by the proposed scheme, the application status of server B rolls back 0.01 when the event of user 2 arrives, since the event of user 2 occurred at 0.01 time ago. Similarly, the application status of server B rolls back 0.03 when the event of user 3 arrives. After all, the application status at server B needs to be held until the slowest event arrival of user 1 via server A. Therefore, the maximum status holding time is 0.11 (= 0.04 + 0.07). The maximum delay using OSA is 0.08 (= 0.04 \times 2); it is the round-trip time between user 1 and server A which is the maximum delay between a user and a server.

In CSA [12, 13], events from users are rearranged based on the maximum delay between a user and a server. The maximum delay between a user and a server is 0.04, which is the delay between user 1 and server A. In this case, each user event between user and server is processed after 0.04 from the actual time \( T \). When the event of user 3 arrives at server B, the event waits for 0.01 (=0.04-0.03). This is because the maximum delay between a user and a server is 0.04 and that between user 3 and server B is 0.03. When the event of user 2 arrives at server B, the event waits for 0.03 (=0.04-0.01). In CSA, events from servers are rearranged based on the maximum delay between a pair of servers. The maximum delay between a pair of servers is 0.07, which is the delay between servers A and B. In this case, each user’s event between a pair of servers is processed after 0.07 from \( T + 0.04 \). When the event of user 1 arrives at server B via server A, the events of users 2 and 3 additionally wait for 0.07. From this rearrangement, all events are reproduced at servers in the event occurrence order. After all, each event is reordered at each server with \( T + 0.11 \), where \( T \) is an actual event time. The time of 0.11 is the sum of the maximum delay between a user and a server (0.04) and the maximum delay between a pair of servers (0.07). The maximum delay using CSA is 0.15 (= 0.04 \times 2 + 0.07).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Delay and status holding time of example networks.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Synchronization algorithm</td>
</tr>
<tr>
<td>Maximum delay</td>
<td>0.08 (= 0.04 \times 2)</td>
</tr>
<tr>
<td>Maximum status holding time</td>
<td>0.11 (= 0.04 + 0.07)</td>
</tr>
</tbody>
</table>

Table 1 shows the maximum delays and the maximum status holding times using OSA and CSA. From Table 1, it is observed that OSA has better delay performance than CSA, and hence the proposed scheme adopts OSA.

3.2 Necessity of server selection problem

In OSA, if a user can connect to multiple servers, the maximum end-to-end delay varies, since the delay between the user and the server differs depending on the selected server. The end-to-end delay is considered as a round-trip time between a user and the selected server. When a server connected with users is determined to minimize the end-to-end delay, the constraint of the maximum status holding time for application designing and memory resources of servers must be considered. The waiting time at servers when the farthest user’s event arrives must not exceed the maximum status holding time. Let \( L_{\text{APL}} \) denote the maximum status holding time of an application, and \( L_i \) denote the status holding time of server \( i \). \( L_{\text{APL}} \) and \( L_i \) are given in advance by considering the application design and memory consumption at each server, respectively. Figure 3 shows an example of two types of server selection in the same network.

The delays using OSA with selections 1 and 2 in Figs. 3(a) and (b) are 0.08 (= 0.04\times2) and 0.14 (= 0.07\times2), respectively. The maximum status holding times using Figs. 3(a) and (b) are 0.14 (= 0.04 + 0.10) and 0.12 (= 0.07+0.05), respectively. In Fig. 3(a), user 1 selects the nearest server, but the maximum status holding time is greater than Fig. 3(b). If \( \min(L_{\text{APL}}, L_i) \geq 0.14 \), selection 1 is better than selection 2; if used in \( L_i \) is applied for all servers in Figs. 3. If 0.12 \leq \min(L_{\text{APL}}, L_i) < 0.14, only selection 2 is feasible; selection 1 is infeasible. If \( \min(L_{\text{APL}}, L_i) < 0.12 \), no feasible solution is allowed. Thus, it is necessary to select the optimal set of servers for minimizing the end-to-end delay in the proposed scheme under the condition that the constraint of maximum status holding time is satisfied.

Note that the server selection problem assigns each user to a suitable server, and hence after the server selection problem, an optimal set of servers is determined, which minimizes the end-to-end delay. The sever selection problem for the proposed scheme is formulated in the following section.

4. Formulation of sever selection problem for proposed scheme

The network is modeled as undirected graph \( G(V, E) \), where \( V \) and \( E \) indicate sets of nodes and non-directional links, respectively. The set of users is represented by \( V_U \subseteq V \). The
The set of servers is represented by $V_S \subseteq V$. $V_U \cup V_S = V$ since a node is either a user or a server, and $V_U \cap V_S = \emptyset$ since there is no node that is both a user and a server. The set of links between user and server is represented by $E_{US} \subseteq E$; a link between user $p \in V_U$ and server $i \in V_S$ is symbolized by $(p, i) \in E_{US}$. The set of links between server and server is represented by $E_{SS} \subseteq E$; a link between server $i \in V_S$ and server $j \in V_S$ is symbolized by $(i, j) \in E_{SS}$. $E_{US} \cup E_{SS} = E$ since a link is either a link between user and server or a link between server and server, and $E_{US} \cap E_{SS} = \emptyset$ since there is no link that is both a link between user and server and a link between server and server. The delay of link $(p, i) \in E_{US}$ is represented by $d_{pi}$. The delay of link $(i, j) \in E_{SS}$ is denoted by $d_{ij}$.

The maximum number of users that select server $i \in V_S$ is denoted by $M_i$. The maximum number of selected servers is denoted by $Y_{\text{MAX}}$. $z_{kl}$ is a binary variable for $(k, l) \in E$, where $z_{kl} = 1$ if link $(k, l)$ is selected, and $z_{kl} = 0$ otherwise. $y_i$ is a binary variable for $i \in V_S$, where $y_i = 1$ if server $i$ is selected, and $y_i = 0$ otherwise. The maximum value of $d_{pi}$, $(p, i) \in E_{US}$, over selected links is represented by $D_{\text{US}}^{\text{max}}$.

The server selection problem in the proposed scheme is formulated as an ILP problem by:

Objective

\[
\text{min } 2D_{\text{US}}^{\text{max}}
\]  

Fig. 2  Example of status synchronization using OSA and CSA.

Fig. 3  Example of server selections considering OSA. Each number attached to a link indicates a delay associated with the link.
∀ time due to the time due to maximum server memory resources and the

\[ z \] that solution of OSAD is feasible in polynomial time. We verify

Proof 1:

Theorem 1:

Definition 1:

Each server is linked with an edge

\[ \text{OSAD is in NP, as we can verify whether a given} \]

\[ \text{solution of OSAD is feasible in polynomial time. We verify} \]

\[ \text{if each user is connected to a server in } O(P). \text{ We verify, in} \]

\[ O(PN), \text{if the constraint of maximum status holding time is} \]

\[ \text{gratified for all possible combinations of each user and each} \]

\[ \text{pair of the server connected with the user and another server} \]

\[ \text{connected with another user. The overall time complexity} \]

\[ \text{for this verification is } O(PN). \]

We consider a well-known NP-complete problem, which is the 3-SAT problem [22]. To prove that the OSAD problem is NP-complete, the 3-SAT problem is polynomial time reducible to the OSAD problem. We define the 3-SAT problem as follow:

Given a set of \( n \) variables that are Boolean, and \( k \) clauses, each of which has three elements. Can it be possible to make a truth assignment in such way that all clauses are satisfied?

An instance of the OSAD problem is constructed from any instance of the 3-SAT problem in the similar way of [12]; Fig. 4 depicts the schematic diagram of the construction.

- A graph \( G' \) is created with \( 3k \) servers collected into \( k \) sets of three nodes \( V_{ij} \), where \( i = 1, 2, \ldots, k \) and \( j = 1, 2, 3, \) and \( k \) user nodes.

- Each server is linked with an edge

- One is assigned to set the edge length \( (V_{ij}, V_{ij'}) \)

- Otherwise, two is assigned to set the edge length.

Each user is linked to all servers with edges that have permissible applications delay is the constraint value as the maximum status holding time. Equations (1g)-(1h) express that the smaller of permissible applications delay is the constraint value as the maximum status holding time. Equations (1g)-(1h) indicate that \( y_i \times y_j = z_{ij} \) is satisfied at sever \( i \in V_S \), server \( j \in V_S \), and link \( (i, j) \in E_{SS} \). Equation (1j) represents that the sum of selected servers does not exceed \( L_{MAX} \). Equations (1k)-(1l) state that \( z_{kl} \) and \( y_i \) are binary variables.

The decision variables are \( L_{MAX}, z_{kl}, \) and \( y_i \). The given parameters are \( L_{APL}, L_i, d_{pi}, d_{ij}, M_i, \) and \( y_{MAX} \).

5. Time complexity analysis for OSA-based server selection

We prove that the OSA-based server selection decision problem (OSAD) is NP-complete as follows.

Definition 1: Given sets of \( P \) users and \( N \) servers, the distances between server-user pairs, the distances between server-server pairs, the maximum number of users for each server \( M_i \), and the maximum status holding time \( \min(L_{APL}, L_i) \). Is it feasible to arrange an assignment such that each user is allocated to an appropriate server?

Theorem 1: The OSAD problem is NP-complete.

Proof 1: OSAD is in NP, as we can verify whether a given solution of OSAD is feasible in polynomial time. We verify

\[ \sum_{i \in V_S} z_{pi} = 1, \forall p \in V_U \quad (1b) \]

\[ \sum_{p \in V_U} z_{pi} \leq M_i, \forall i \in V_S \quad (1c) \]

\[ z_{pi} \leq y_i, \forall p \in V_U, i \in V_S \quad (1d) \]

\[ d_{pi}z_{pi} \leq D_{MAX}, \forall (p, i) \in E_{US} \quad (1e) \]

\[ d_{pi}z_{pi} + d_{ij}z_{ij} \leq \min(L_{APL}, L_i), \forall i \in V_S, (p, i) \in E_{US}, (i, j) \in E_{SS} \quad (1f) \]

\[ y_i + y_j - 1 \leq z_{ij}, \forall (i, j) \in E_{SS} \quad (1g) \]

\[ z_{ij} \leq y_i, \forall i \in V_S, (i, j) \in E_{SS} \quad (1h) \]

\[ z_{ij} \leq y_j, \forall j \in V_S, (i, j) \in E_{SS} \quad (1i) \]

\[ \sum_{i \in V_S} y_i \leq y_{MAX} \quad (1j) \]

\[ z_{kl} \in \{0, 1\}, \forall (k, l) \in E \quad (1k) \]

\[ y_i \in \{0, 1\}, \forall i \in V_S. \quad (1l) \]
with edge length one. The \( k \) users are assigned to the \( k \) selected servers, one each. Since no edge with length greater than one in \( G' \) is used, the maximum status holding time constraint is satisfied. Thus, the OSAD instance is feasible.

Contrariwise, let assume that the OSAD instance is feasible. Then, there exists a set of \( k \) fully linked servers with edge length of at most one between them. According to definition of graph \( G' \), these nodes correspond to variables with compatible true assignment. Thus, the truth assignment that sets the variable corresponding to the \( k \) nodes to true satisfies all the clauses. Therefore, the 3-SAT instance is feasible.

The optimal server selection problem (OSSP) presented in section 4 is NP-hard, since OSAD is proved to be NP-complete. No polynomial-time algorithm to an NP-hard problem has been found so far. It is reasonable to solve OSSP by using a solver that handles ILP in case that the computation time is acceptable.

6. Performance evaluation

We assess the performance of the proposed scheme in terms of delay compared to the conventional scheme [12]. In advance, we estimate delays between server-to-server and user-to-server. The delay for processing at the server is ignored. Each user can select any server. We solve the ILP problem in (1a)-(1l) using Solving Constraint Integer Programs (SCIP) [23]; the computer is configured with Intel(R) Core(TM) i7-9750 2.60 GHz 12 core, and 16 GB memory is used.

We evaluate the proposed scheme with two different topology types to observe the topology dependency of the proposed scheme. We assume that the servers are located at the nodes of COST239 [15] and JPN Kanto region [16], as shown in Fig. 5. Logically, all servers can communicate with each other by links of their shortest routes. For example, London is connected to Luxembourg via Brussels. We assume that groups of 1000 and 100 users are uniformly distributed in each square area, as shown in Fig. 5. The delay of a link between servers is considered to be proportionate with the distance of transmission and treated as the distance that is routed on the shortest path at COST239 [15] and JPN Kanto region [16]. The delay of a link between a user and a server is considered to be proportionate with the distance of transmission and treated as the distance of straight length between two-dimensional coordinates.

We evaluate the delay and the computation time of each scheme depends on the maximum status holding time, \( D_{APL} \) and \( D_i \). For COST239, we set \( V_U = 100 \) and 1000, \( V_S = 11 \), \( E_{US} = 1100 \) and 11000, \( E_{SS} = 55 \), and \( Y_{MAX} = 11 \). For JPN, we set \( V_U = 100 \) and 1000, and \( V_S = 8 \). We set \( E_{US} = 800 \) and 8000, \( E_{SS} = 28 \), and \( Y_{MAX} = 8 \).

6.1 Evaluation with application maximum status holding time, \( L_{APL} \)

To evaluate delay considering application maximum status holding time, the value of \( L_i \) is set to be larger than \( L_{APL} \). Figures 6 and 7 show the delay versus the maximum status holding time of the proposed and conventional schemes for COST239 and JPN networks, respectively.

For COST239, \( L_i, \forall i \in V_S \), is set to 3000 ms and \( L_{APL} \) is set from 1200 ms to 2200 ms. As shown in Fig. 6, the delays of the proposed scheme are reduced compared to that of the conventional scheme for 100 and 1000 users when \( L_{APL} \) is 1400 ms or more. The delays of the proposed scheme are less than 25 percent compared to that of the conventional scheme at the region, where \( L_{APL} \) is 2000 ms or more. These reductions of delay presented in Fig. 6 is achieved under the special condition that the value of \( L_{APL} \) becomes sufficiently large.

For JPN, \( L_i \) is set to 2.0 ms and \( L_{APL} \) is set from 1.3 ms to 1.7 ms. As shown in Fig. 7, the delays of the proposed
scheme are reduced compared to that of the conventional scheme for 100 and 1000 users when $L_{\text{APL}}$ is 1.4 ms or more. The delays of the proposed scheme are less than 60 percent compared to that of the conventional scheme at the region where $L_{\text{APL}}$ is 1.6 ms or more. In JPN, the difference of delay between the proposed and conventional schemes is several milliseconds. In this evaluation, the nodes are located at JPN Kanto region. The proposed scheme is expected to be effective for real-time applications if nodes are located at a wide area network, such as a nationwide area network in Japan.

As $L_{\text{APL}}$ becomes small, selecting the nearest server by each user does not satisfy the maximum status holding time constraint in (1f). In this situation, a user needs to connect to a further server so that (1f) can be satisfied: the delay between the server connected with the user and any other server connected with any other user can be reduced. As a result, $D_{\text{US}}^{\text{max}}$ becomes large. In Figs. 6 and 7, there is small difference in the delay between 100 users and 1000 users. Since the delay is determined as the maximum delay of the selected links between users and servers, the user farthest from the server determines the delay. The reason of small difference in delay between 100 users and 1000 users is that the farthest user locations of 100 users and 1000 users are near, as shown in Fig. 5. From these results, the proposed scheme is effective in reducing delay under the condition that $L_{\text{APL}}$, where users tend to select their nearest servers, is large enough. The proposed scheme is also effective for reducing delay, regardless of network topologies.

Tables 2 and 3 show the average time for five times calculation obtained by solving ILP, using both schemes for COST239 and JPN. When 100 users are considered, the computation time of the proposed scheme is smaller than that of the conventional scheme. When 1000 users are considered for COST239, the computation time of the proposed scheme is larger than that of the conventional scheme at $D_{\text{APL}}=1200$ and 1400. Considering 1000 users for JPN, the computation time of the proposed scheme is larger than that of the conventional scheme at $D_{\text{APL}}=1.3$.

The computation time considering 1000 users is within a few minutes, depending on the network topology and the constraints of $L_{\text{APL}}$. In several cases, it is acceptable to wait...
is limited.

respectively.

The locations of participating users are known in advance; the computation time of several minutes is acceptable, as the calculation can be processed before the application starts.

Figure 8 shows the delays using the proposed and conventional schemes for JPN and COST239 when 1000 users participate; the maximum number of users who select server \( i \) is limited. \( M_i \) at each server for COST239 and JPN is set to 153. The delay of users is obtained under the same condition as that presented in Figs. 6 and 7 without the limitation of \( M_i \). The delays for COST239 at \( L_{\text{APL}}=1200 \) and JPN at \( L_{\text{APL}}=1.3 \) and 1.4 cannot be obtained, the proposed scheme does not give an answer because of constraint of \( \min(L_{\text{APL}}, L_i) \). There is no server selection whose maximum status holding time is within \( L_{\text{APL}} \), due to the limitation on the maximum number of users who select each server. As shown in Fig. 8, the proposed scheme is also effective for reducing delay with the limitation of \( M_i \).

### 6.2 Evaluation with server maximum status holding time, \( L_i \)

To evaluate delay considering the server maximum status holding time, the value of \( L_{\text{APL}} \) is set to be larger than \( L_i \), \( \forall i \in V_S \). In this evaluation, we evaluate whether the delay could be reduced by increasing the number of servers with a large \( L_i \) value, that is, a large amount of memory resources. Tables 4 and 5 show values of \( M_i \) and \( L_i \) used in this evaluation. Figures 9 and 10 show the delay of 1000 users versus the maximum status holding times of the proposed and conventional schemes for COST239 and JPN networks, respectively.

#### Table 2 Average computation time for each scheme for COST239.

<table>
<thead>
<tr>
<th>No. of users</th>
<th>Synchronization algorithm [sec]</th>
<th>Conventional scheme [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( D_{\text{APL}} )</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1200</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>1400</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>1800</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>2200</td>
<td>0.2</td>
</tr>
</tbody>
</table>

#### Table 3 Average computation time for each scheme for JPN.

<table>
<thead>
<tr>
<th>No. of users</th>
<th>Synchronization algorithm [sec]</th>
<th>Conventional scheme [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( D_{\text{APL}} )</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.3</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>

#### Table 4 Values of \( M_i \) and \( L_i \) at defined conditions for COST239.

<table>
<thead>
<tr>
<th>Condition name</th>
<th>( M_i )</th>
<th>( L_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>COST-A</td>
<td>1000, ( \forall i \in V_S )</td>
<td>1200, ( \forall i \in V_S )</td>
</tr>
<tr>
<td>COST-B</td>
<td>1000, ( \forall i \in V_S )</td>
<td>1200 (( i=1, 3, 5, 6, 7, 8, 9, 10, 11 )), 1400 (( i=2, 4 ))</td>
</tr>
<tr>
<td>COST-C</td>
<td>1000, ( \forall i \in V_S )</td>
<td>1200 (( i=1, 3, 5, 7, 9, 10, 11 )), 1400 (( i=2, 4, 6, 8 ))</td>
</tr>
<tr>
<td>COST-D</td>
<td>153, ( \forall i \in V_S )</td>
<td>1600, ( \forall i \in V_S )</td>
</tr>
<tr>
<td>COST-E</td>
<td>153, ( \forall i \in V_S )</td>
<td>1600 (( i=1, 3, 5, 6, 7, 8 )), 2000 (( i=2, 4 ))</td>
</tr>
<tr>
<td>COST-F</td>
<td>153, ( \forall i \in V_S )</td>
<td>1600 (( i=1, 3, 5, 7 )), 2000 (( i=2, 4, 6, 8 ))</td>
</tr>
</tbody>
</table>

#### Table 5 Values of \( M_i \) and \( L_i \) at defined conditions for JPN.

<table>
<thead>
<tr>
<th>Condition name</th>
<th>( M_i )</th>
<th>( L_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPN-A</td>
<td>1000, ( \forall i \in V_S )</td>
<td>1.3, ( \forall i \in V_S )</td>
</tr>
<tr>
<td>JPN-B</td>
<td>1000, ( \forall i \in V_S )</td>
<td>1.3 (( i=1, 3, 5, 6, 7, 8 )), 1.5 (( i=2, 4 ))</td>
</tr>
<tr>
<td>JPN-C</td>
<td>1000, ( \forall i \in V_S )</td>
<td>1.3 (( i=1, 3, 5, 7 )), 1.5 (( i=2, 4, 6, 8 ))</td>
</tr>
<tr>
<td>JPN-D</td>
<td>153, ( \forall i \in V_S )</td>
<td>1.4, ( \forall i \in V_S )</td>
</tr>
<tr>
<td>JPN-E</td>
<td>153, ( \forall i \in V_S )</td>
<td>1.4 (( i=1, 3, 5, 6, 7, 8 )), 1.7 (( i=2, 4 ))</td>
</tr>
<tr>
<td>JPN-F</td>
<td>153, ( \forall i \in V_S )</td>
<td>1.4 (( i=1, 3, 5, 7 )), 1.7 (( i=2, 4, 6, 8 ))</td>
</tr>
</tbody>
</table>

For COST239, \( L_{\text{APL}} \) is set to 3000 ms and \( L_i \) is set the values at Table 4. Figures 9(a) and (b) show the delay under the condition of no limitation of \( M_i \) and \( M_i=153, \forall i \in V_S \), respectively. The first bar of the left-side in Fig. 9(a) is the delay under the condition for COST-A, i.e., all servers are the same conditions. The second bar of the left-side is the delay under the condition for COST-B, i.e., servers 2 and 4 have more memory resources for holding the application status compared to other servers. The third bar of the left-side is the delay under the condition for COST-C, i.e., servers 2, 4,
6, 8, and 10 have more memory resources for holding the application status compared to other servers. The delay of Fig. 9(a) is reduced as the number of servers that have more memory resources increases. These results show that the proposed scheme effectively uses the memory resources of server to reduce delay. We set a value of $M_i$ to satisfy the condition that the difference in the number of users belonging to each server is less than twice and all users can select a server; we set $M_i = 153$.

The first bar of the left-side in Fig. 9(b) is the delay under the condition for COST-D, COST-E, and COST-F. Similar to the trend in Fig. 9(a), the delay is reduced as the number of servers that have more memory resources increases. These results show that the proposed scheme effectively uses the memory resources of server to reduce delay regardless of the limitation of $M_i$.

For JPN, $L_{\text{APL}}$ is set to 3.0 ms and $L_i$ is set the values at Table 5. Figures 10(a) and (b) show the delay under the condition of no limitation of $M_i$ and $M_i = 153$, $\forall i \in V_S$, respectively. Figure 10(a) is the delay under the condition for JPN-A, JPN-B, and JPN-C. The delay of Fig. 10(a) is reduced as the number of servers that have more memory

![Fig. 9](image_url) Delay for COST239 at 1000 users depending on $L_i$.

![Fig. 10](image_url) Delay for JPN at 1000 users depending on $L_i$. 
resources increases. For JPN, these results also show that the proposed scheme effectively uses the memory resources of server to reduce delay, regardless of network topologies. Figure 10(b) is the delay under the condition for JPN-D, JPN-E, and JPN-F. As shown in Fig. 10(b), the delays of the proposed scheme are not reduced as the number of servers that have more memory resources increases, but the delay of the proposed scheme is reduced compared to that of the conventional scheme. For JPN, these results show that the proposed scheme also effectively uses the memory resources of server to reduce delay regardless of the limitation of $M_i$, regardless of network topologies.

7. Conclusion

This paper proposed a server selection scheme based on the optimistic synchronization algorithm for a distributed processing system to minimize end-to-end delay under the condition that the maximum holding time for applications and processing servers are given. The server selection problem in the proposed scheme was formulated as an ILP problem. We proved that the decision version of the server selection problem in the proposed scheme is NP-complete. Numerical results observed that the proposed scheme can reduce the delay compared to the conventional scheme, regardless of the condition that the maximum number of users who select the server are limited. These results indicated that the proposed scheme achieves a low-delay communication for network applications using an optimistic synchronization algorithm under the condition that maximum application delay and sever available memory resources are limited.
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