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Multi-Rate Switched Pinning Control for Velocity Control of Vehicle Platoons*
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SUMMARY This paper proposes a switched pinning control method with a multi-rating mechanism for vehicle platoons. The platoons are expressed as multi-agent systems consisting of mass-damper systems in which pinning agents receive target velocities from external devices (ex. intelligent traffic signals). We construct model predictive control (MPC) algorithm that switches pinning agents via mixed-integer quadratic programings (MIQP) problems. The optimization rate is determined according to the convergence rate to the target velocities and the inter-vehicular distances. This multi-rating mechanism can reduce the computational load caused by iterative calculation. Numerical results demonstrate that our method has a reduction effect on the string instability by selecting the pinning agents to minimize errors of the inter-vehicular distances to the target distances.


1. Introduction

This paper considers a velocity control problem for autonomous vehicle platoons by Intelligent Transport Systems (ITS). The development of connected vehicles advances platoon control methods [1]. In the platoon control, each vehicle adjusts its velocity and its inter-vehicular distance based on the information by sensing or vehicle to vehicle (V2V) communications. While the platoon control has some advantages such as fuel efficiency or the driver shortage problem [2], there remain some open problems. For example, when the length of the platoon increases, it is important to suppress the string instability effect in which disturbances applied to preceding vehicles propagate to the following vehicles [3]. Also, path planning for multiple platoons is important for formation change and merging/splitting platoons. To address various problems including the above, vehicle control methods communicating with ITS via V2X communications have been studied [4]–[6].

Typical platoon control corresponds to leader-follower consensus control for multi-agent-systems (MASs) [7],[8]. Sharing velocity information by V2V communication, a vehicle follows the leading vehicle’s velocity keeping the inter-vehicular distance. The combination of V2X communications with the consensus control becomes pinning control [9],[10]. In the pinning control, an external device (ex. Intelligent traffic signals) applies the velocity commands to certain vehicles (pinning agents) and makes the platoon travel at the target velocity. Considering the ITS antenna location and communication range, it is natural to start the study from the case where the ITS sends commands to some vehicles, rather than the case where the ITS always sends commands to all vehicles on the road simultaneously.

The pinning agents' selection is important for the fast and stable consensus, and then an optimal selecting method is proposed in [11] for the time-invariant graph structure. However, we have to consider the time-variant graph structure because the vehicle platoons merge or split. Moreover, it is important to consider the pinning control of multiple independent MASs when the platoons merge or split.

Motivated by the above, the previous work of the current authors studies a switched pinning control (SPC) method [12],[13]. The SPC method selects and switches the pinning agents from the given MASs. The switching of the pinning agents is expressed by Mixed Logical Dynamical (MLD) System Model [14]. The controller selects the pinning agents that minimize the consensus speed in finite time. This process is expressed as Mixed Integer Quadratic Programming (MIQP) problems. Solving these MIQP problems every step according to Model Predictive Control (MPC) strategy [15], the controller makes the platoons with time-variant graph consensus to the target values faster. On the other hand, SPC has the following two problems. The first one is that the effect against the string instability is not evaluated. The platoon model [12],[13] does not include inter-vehicular distance control. Instead of having no inter-vehicular distance control, the string instability does not occur and we cannot evaluate the effect of SPC against it. The second one is the computational load caused by iterative calculation. MPC solves the MIQP every step for the switch of the pinning agents and it needs high computational load.

This paper proposes a multi-rate switched pinning control (multi-rate SPC) algorithm to solve these two problems. For the first problem, we reformulate the optimal problem in [12],[13] using platoon models with adaptive cruise control (ACC). The new optimization problem considers the inter-vehicular distance control in addition to our previous studies [12],[13]. ITS optimizes the pinning agents to minimize errors of predicted inter-vehicular distances and velocities to the targets. As a result, it is expected that our proposed method attenuates the effect of string instability. For the second problem, we propose the multi-rating mechanism to reduce the computational load due to the iterative calculation.
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The multi-rating mechanism changes the interval steps for solving the optimization problem according to a multi-rating condition. We design the multi-rating condition to increase the interval steps as the platoon reaches target velocities and target distances. As a result, the number of optimization decreases, and the computational load also reduces.

The conference paper of the current authors [16] also focuses on the optimization rate and introduces an event triggering mechanism to design the pinning agents’ switching rate. The existing event-triggering mechanism of pinning control in [17] designs the control input timing against the pinning agents and its focus differs from the idea of [16]. This paper brushes up the idea of the conference paper [16] as a multi-rating mechanism and adds the discussion of string instability. To clarify the novelty of the multi-rating mechanism, we revise the paper entirely, especially, update the instability. To clarify the novelty of the multi-rating mechanism and adds the discussion of string instability. We consider control inputs that make the vehicles follow the target distances. As a result, the number of optimization decreases, and the computational load also reduces.

2. Preliminaries

This section gives some preliminaries for the control of multi-agent systems in terms of vehicle platoons.

Consider a vehicle set \( \mathcal{A} = \{a_1, \cdots, a_n\} \), in the graph theory, the situation that vehicle \( a_i \) gets information of vehicle \( a_j \) is adjacent to vehicle \( a_j \). A graph expresses this vehicle relation. The graph consists of nodes and edges. Each node denotes each vehicle, and each edge denotes each transmission path of information. Fig. 1 shows a line graph in which node 1 is the leading vehicle \( a_1 \), node \( n \) is the last vehicle \( a_n \), each vehicle is adjacent to its preceding vehicle.
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The number of edges that enter node \( i \) is called in-degree \( D_i \). When the number of nodes is \( n \) and in-degrees \( D_1, \cdots, D_n \) are given, an in-degree matrix is expressed by

\[
D = \text{diag} \{ D_1, \cdots, D_n \}.
\]

(1)

The adjacency between the nodes is expressed by an adjacent matrix

\[
A = [A_{ij}] \in \mathbb{R}^{n \times n},
\]

(2)

\[
A_{ij} = \begin{cases} 1 & \text{node } i \text{ is adjacent to node } j \\ 0 & \text{otherwise} \end{cases}.
\]

(3)

Graph Laplacian \( L \) is defined using \( D \) and \( A \) as follows:

\[
L = D - A.
\]

(4)

Suppose that the \( i \)-th vehicle dynamics is a spring-mass-damper system:

\[
\ddot{\xi}_i^i = A_i \xi_i^i + B_i u_i^i,
\]

(5)

where \( \xi_i^i \), \( \dot{\xi}_i^i \), and \( \ddot{\xi}_i^i \) are the inter-vehicular distance, the position, and the velocity of vehicle \( a_i \), respectively. The inter-vehicular distance \( \ddot{\xi}_i^i \) is defined by the following equation:

\[
\ddot{\xi}_i^i = \int_0^t (\dot{\xi}_i^i - \ddot{\xi}_i^0) d\tau.
\]

(6)

\( u_i^i \) is an input of vehicle \( a_i \). When \( n \) vehicles are assembled, the state-space equation of the platoon is given by

\[
\dot{\xi}_i = A_c \xi_i + B_c u_i,
\]

(7)

where

\[
A_c = \begin{bmatrix} O & O & -L \\ O & O & I \\ O & -K & -C \end{bmatrix},
\]

\[
B_c = \begin{bmatrix} O \\ O \\ I \end{bmatrix},
\]

\[
\xi_i = \begin{bmatrix} \xi_i^0 \\ \dot{\xi}_i^0 \end{bmatrix},
\]

\[
\dot{\xi}_i = \begin{bmatrix} \dot{\xi}_i^0 \end{bmatrix},
\]

\[
u_i = \begin{bmatrix} v_i^0 \end{bmatrix},
\]

\[
K = \text{diag} \{ k_1, \cdots, k_n \},
\]

\[
C = \text{diag} \{ c_1, \cdots, c_n \}.
\]

We consider control inputs that make the vehicles follow the following target values.

\[
\xi_r = \begin{bmatrix} \xi_r^0 \\ \dot{\xi}_r^0 \end{bmatrix},
\]

(8)

\[
\nu_r = \begin{bmatrix} v_r^0 \end{bmatrix},
\]

\[
x_r = \begin{bmatrix} x_r^0 \\ \dot{x}_r^0 \end{bmatrix},
\]

(9)

(9)

The internal control input is calculated in each vehicle. On the other hand, the external control input is calculated in ITS. As shown in the following, the former is based on [18] and the latter is based on [9], [10].

First, we give the internal control input as follows:

\[
u_i^{in,i} = k_{reg} u_i^i + k_{dis}(\xi_r - \xi_i^0) + k_{con} A_{ij}(\ddot{\xi}_i^i - \ddot{\xi}_i^0).
\]

(10)

The internal control input is calculated in each vehicle. On the other hand, the external control input is calculated in ITS. As shown in the following, the former is based on [18] and the latter is based on [9], [10].
where $k_{reg}$, $k_{dis}$, $k_{con} \in \mathbb{R}$ are control gains. Assembling (9) for $i = 1, \cdots, n$, we get the following internal control input based on [18]:

$$ u^{in}_i = K_{reg} \xi_t + K_{con} \xi_t + K_{dis}(\xi_r - \xi_t), \quad (10) $$

$$ K_{reg} = [ \begin{bmatrix} O & O & k_{reg}1 \end{bmatrix} ], \quad \xi_t = [ k_{dis}1 \ 0 \ 0 ] $$

Second, we consider the external control inputs, which are applied to only some vehicles. We call them pinning agents. Let a set of the index of the pinning agents and the number of its elements be expressed by $\mathcal{P}$ and $n_p = |\mathcal{P}|$, respectively. The external control input is given by

$$ u^{ex}_i = g_{pin} a^i_{pin}(v_i^e - v'^i_j), \quad (11) $$

$$ a^i_{pin} = \begin{cases} 1 & i \in \mathcal{P} \\ 0 & \text{otherwise} \end{cases} \quad (12) $$

where $g_{pin} \in \mathbb{R}$ is a pinning gain and $v_i^e, v'^i_j \in \mathbb{R}$ is a target velocity of vehicle $a_i$. Assembling (11) for $i = 1, \cdots, n$, we get the resultant pinning control input

$$ u^{ex}_i = G_{pin}(\xi_r - \xi_t), \quad (13) $$

$$ G_{pin} = [ \begin{bmatrix} O & 0 & A_{pin} \end{bmatrix} ], \quad A_{pin} = g_{pin} \cdot \text{diag}(a^1_{pin}, \cdots, a^n_{pin}). $$

Assigning (10) and (13) to (6), we get a state-space equation of the pinning control

$$ \dot{\xi}_t = \bar{A}_c \xi_t + \bar{B}_c \{ K_{reg} \xi_t + K_{con} \xi_t + K_{dis}(\xi_r - \xi_t) + G_{pin}(\xi_r - \xi_t) \} $$

where

$$ \bar{A}_c = A_c + B_c (K_{reg} + K_{con} - K_{dis} - G_{pin}), \quad \bar{B}_c = B_c (K_{dis} + G_{pin}) \xi_r, $$

Matrix $G_{pin}$ has $s_n C_n_p$ patterns according to the selection of $n_p$ pinning agents from $n$ vehicles. Therefore, to design matrix $G_{pin}$ equals to select a matrix from matrices $G_{pin}^1, \cdots, G_{pin}^{s_n C_n_p}$. From the above, mode $i$’s state-space equation becomes the following equation:

$$ \dot{\xi}_t = \tilde{A}_c^i \xi_t + \tilde{b}_c^i, \quad i = 1, 2, \cdots, s_n C_n_p \quad (15) $$

where

$$ \tilde{A}_c^i = A_c + B_c (K_{reg} + K_{con} - K_{dis} - G_{pin}^i), \quad \tilde{b}_c^i = B_c (K_{dis} + G_{pin}^i) \xi_r. $$

The discretized system of (15) with zero-order-holder and ideal sampler is given by

$$ \xi_{k+1} = \tilde{A}_d^i \xi_k + \tilde{b}_d^i, \quad i = 1, 2, \cdots, s_n C_n_p \quad (16) $$

$$ \tilde{A}_d^i = e^{\tilde{A}_d^i T_s}, \quad \tilde{b}_d^i = \int_0^{T_s} e^{\tilde{A}_d^i \tau} d\tau \tilde{b}_c^i, \quad \xi_k = \xi_k T_s $$

where $T_s > 0$ is a sampling time.

### 3. Multi-Rate Switched Pinning Control

For the optimal velocity control of vehicle platoons, a switched pinning control (SPC) method is proposed in the previous work of the current authors [12], [13]. The previous work considers a velocity consensus model

$$ v_{k+1} = f(v_k) + u^{ex}_k, \quad (17) $$

$$ u^{ex}_k = A_{pin}^i (v_r - v_k), \quad i = 1, 2, \ldots, n C_n_p. $$

A linear function $f(\cdot)$ of $v_k$ guarantees that all vehicles' velocities converge to the leader’s velocity. $u^{ex}_k$ is an external control input to the target velocity $v_r$. The external control inputs are applied to the pinning agents specified by $A_{pin}^i$.

In the previous work, switching the pinning agents is expressed by switching a time-variant matrix $A_{pin}^i$, i.e., $A_{pin,k}^i$. Since the external input of (17) is non-linear, the previous work linearizes (17) by a mixed logical dynamical (MLD) system model

$$ \begin{cases} v_{k+1} = g(v_k, u^{ex}_k, z_k) \\
\h(v_k, u^{ex}_k, z_k, \delta_k) \leq 0 \end{cases} \quad (18) $$

where $g(\cdot)$ and $h(\cdot)$ are linear functions of $v_k$, $u^{ex}_k$, $z_k$, and $\delta_k$, $\delta_k \in (0, 1)^n$ is a binary vector which expresses the switch of the pinning agents. Using the MLD model (18) as a constraint and solving the following optimization problem every step, SPC switches the pinning agents every step.

**Problem 1**: Suppose that velocities $v_k \in \mathbb{R}^n$, the MLD model (18), the number of pinning agents $n_p \in \mathbb{N}$, a predictive horizon $N \in \mathbb{N}$ are given. Find $\tilde{A}_{pin,N,k} = [\tilde{A}_{pin,k+1}^i \cdots \tilde{A}_{pin,k+N}^i ] \in \mathbb{R}^{n \times n N}$ ($i = 1, \cdots, n$) minimizing

$$ J(\tilde{A}_{pin,N,k}) = \min_{j=1}^{N} (v_r - \tilde{v}_{k+j|k})^T Q (v_r - \tilde{v}_{k+j|k})^T, $$

s.t. (18) \quad (19)

where $\tilde{v}_{k+j|k}$ and $\tilde{A}_{pin,k+j|k}$ are the $j$-th prediction states of $v_k$ and $A_{pin,k}$ at step $k$. $Q$ is a weight matrix.

The above SPC has two problems. The first is that the string instability effect is not evaluated because the inter-vehicular distances are not controlled in the platoon model (17). The second is the computational load due to iterative calculation. SPC solves **Problem 1**, a mixed-integer quadratic programming (MIQP) problem every step and this iterative calculation needs high computational load.

Motivated by the above, this paper proposes a multi-rate switched pinning control (multi-rate SPC). For the first problem, we use the platoon model with inter-vehicular distance control (16) and design a cost function that includes the deviations of inter-vehicular distances. We evaluate whether the proposed method suppresses the string instability effect compared to our previous work [12], [13]. For the second problem, we propose a multi-rating mechanism for reducing
the computational load caused by iterative calculation. The calculation load is expressed by optimization rate $M$. According to the states at each step, the multi-rating mechanism changes the optimization rate $M$, and MPC solves the MIQP problem once per $M$ steps. This mechanism is the novelty of this paper.

We will first show the MLD system modeling using the platoon model with inter-vehicular distance control from the next subsection. Next, we will describe the multi-rate mechanism, and finally, we will reformulate Problem 1 using the new MLD model and the multi-rating mechanism.

3.1 MLD Modeling of Pinning Agents Switching

At first, we explain MLD modeling of pinning agents switching. When we introduce the optimization rate $M \in \mathbb{N}$, $G^i_{pin,k+M}$ optimized at step $k$ is continuously used until the next optimization at step $k + M$, i.e., the following equation holds:

$$G^i_{pin,k+1} = G^i_{pin,k+2} = \cdots = G^i_{pin,k+M}. \quad (20)$$

When MPC predicts the states of the platoons $\hat{\xi}_{k+M}, \ldots, \hat{\xi}_{k+M_N}$ by $N$ switching, we use the following model that discretized with sampling time $MT_\tau$:

$$\hat{\xi}_{k+M} = \hat{\mathcal{A}}^i_{dM} \hat{\xi}_k + \hat{\mathcal{B}}^i_{dM}, \quad (21)$$

$$\hat{\mathcal{A}}^i_{dM} = e^{\hat{\mathcal{A}}^i_{dM} MT_\tau}, \quad \hat{\mathcal{B}}^i_{dM} = \int_0^{MT_\tau} e^{\hat{\mathcal{A}}^i_{dM} \tau} \hat{\mathcal{B}}^i_d d\tau.$$

Using this model, MPC calculates the states of the platoon at every $M$ step. As a result, the prediction horizon becomes $MN$ for $N$ switching.

In the case of $n_p = 1$, state-space equation (21) is expressed by $n$ (If $n_p \geq 1$, $n_C_{n_p}$) modes according to the index of the pinning agent. We assemble (16) of $n$ mode into one equation

$$\hat{\xi}_{k+M} = \sum_{i=1}^{n} \delta^i_k \{ \hat{\mathcal{A}}^i_{dM} \xi_k + \hat{\mathcal{B}}^i_{dM} \} \quad (22)$$

where $\delta^i_k$ is the $i$-th element of the mode vector at step $k$ given by

$$\delta_k = [ \delta^1_k \cdots \delta^n_k ], \quad (23)$$

$$\delta^i_k = \begin{cases} 1 & i \in \mathcal{P} \\ 0 & \text{otherwise} \end{cases}.$$

State-space equation (22) is nonlinear because there is a product between variable $\xi_k$ and binary variable $\delta^i_k$. Similar to previous work [12], [13], we covert (22) into an MLD system model:

$$\begin{cases} \hat{\xi}_{k+M} = \hat{\mathcal{A}}_M \hat{z}_k \\ \hat{B}_M \xi_k + \hat{C}_M \hat{z}_k + \hat{D}_M \delta_k \leq \hat{E}_M \end{cases} \quad (24)$$

where

$$\hat{z}_k = [ \hat{z}^1_k \cdots \hat{z}^n_k ]^T,$$

$$\hat{A}_M = [ \begin{bmatrix} I & \cdots & I \end{bmatrix} ]^T, \quad \hat{B}_M = [ \begin{bmatrix} O & O \hat{A}_{dM} - \hat{A}_d \end{bmatrix} ]^T, \quad \hat{C}_M = [ \begin{bmatrix} -I & I & \cdots & I \end{bmatrix} ]^T, \quad \hat{D}_M = [ \begin{bmatrix} F_{inf} & -F_{sup} \ F_{sup} & -F_{inf} \end{bmatrix} ]^T, \quad \hat{E}_M = [ \begin{bmatrix} O & O \ F_{sup} - \hat{b}_{dM} - \hat{b}_{inf} + \hat{b}_{dM} \end{bmatrix} ]^T, \quad \hat{A}_{dM} = [ \begin{bmatrix} \hat{A}^1_{dM} & \cdots & \hat{A}^n_{dM} \end{bmatrix} ]^T, \quad \hat{b}_{dM} = [ \begin{bmatrix} \hat{b}^1_{dM} & \cdots & \hat{b}^n_{dM} \end{bmatrix} ]^T.$$

Constants $f_{inf}$ and $f_{sup}$ are supremum and infimum of $f^i(v^i_r)$, respectively. From the above, to select the pinning agents is equal to design mode vector $\delta_k$ in (24). By using the MLD system model (24), to find the MLD model and the multi-rating mechanism.

3.2 A Multi-Rating Mechanism for the Reduction of the Computational Load

Next, we explain a multi-rating mechanism for the reduction of the computational load due to iterative calculation. The optimization rate means the interval steps to solve the optimization problem once. When MPC predicts the states of the platoons $\hat{\xi}_{k+M}, \ldots, \hat{\xi}_{k+M_N}$ by $N$ switching, we use the following model that discretized with sampling time $MT_\tau$.

$$\hat{\xi}_{k+M} = \hat{\mathcal{A}}^i_{dM} \hat{\xi}_k + \hat{\mathcal{B}}^i_{dM}, \quad (21)$$

$$\hat{\mathcal{A}}^i_{dM} = e^{\hat{\mathcal{A}}^i_{dM} MT_\tau}, \quad \hat{\mathcal{B}}^i_{dM} = \int_0^{MT_\tau} e^{\hat{\mathcal{A}}^i_{dM} \tau} \hat{\mathcal{B}}^i_d d\tau.$$

Using this model, MPC calculates the states of the platoon at every $M$ step. As a result, the prediction horizon becomes $MN$ for $N$ switching.

In the case of $n_p = 1$, state-space equation (21) is expressed by $n$ (If $n_p \geq 1$, $n_C_{n_p}$) modes according to the index of the pinning agent. We assemble (16) of $n$ mode into one equation

$$\hat{\xi}_{k+M} = \sum_{i=1}^{n} \delta^i_k \{ \hat{\mathcal{A}}^i_{dM} \xi_k + \hat{\mathcal{B}}^i_{dM} \} \quad (22)$$

where $\delta^i_k$ is the $i$-th element of the mode vector at step $k$ given by

$$\delta_k = [ \delta^1_k \cdots \delta^n_k ], \quad (23)$$

$$\delta^i_k = \begin{cases} 1 & i \in \mathcal{P} \\ 0 & \text{otherwise} \end{cases}.$$

State-space equation (22) is nonlinear because there is a product between variable $\xi_k$ and binary variable $\delta^i_k$. Similar to previous work [12], [13], we covert (22) into an MLD system model:

$$\begin{cases} \hat{\xi}_{k+M} = \hat{\mathcal{A}}_M \hat{z}_k \\ \hat{B}_M \xi_k + \hat{C}_M \hat{z}_k + \hat{D}_M \delta_k \leq \hat{E}_M \end{cases} \quad (24)$$

where

$$\hat{z}_k = [ \hat{z}^1_k \cdots \hat{z}^n_k ]^T,$$
The multi-rating mechanism decides the optimization rate according to convergence rate $\zeta_{e,k}$. To decrease the optimization rate as the convergence rate converges to zero, we give a quantization function of the optimization rate $M(\zeta_{e,k})$ by

$$M(\zeta_{e,k}) = \begin{cases} M_1 \zeta_{i\text{th}}^1 < \zeta_{e,k} \\ M_1 \zeta_{i\text{th}}^1 \leq \zeta_{e,k} \leq \zeta_{i\text{th}}^{i-1} \\ M_m \zeta_{i\text{th}} < \zeta_{e,k} \leq \zeta_{i\text{th}}^{m-1} \end{cases}$$

where $\zeta_{i\text{th}} \in \mathbb{R}$ is a basic threshold and $\zeta_{i\text{th}}^i$ is given by

$$\zeta_{i\text{th}}^i = r_M \zeta_{i\text{th}}^{i-1}.$$ \hspace{1cm} (27)

Constant $r_M \in \mathbb{R}$ ($0 < r_M < 1$) is a design parameter of the multi-rate mechanism. The multi-rate mechanism calculates the convergence rate $\zeta_{e,k}$ in (26) from the observed state $\zeta_k$ at step $k$ and updates the optimization rate $M(\zeta_{e,k})$ according to (27). Hereafter, we write $M(\zeta_{e,k})$ by $M$ simply unless otherwise noted. MPC algorithm solves Problem 1 once per $M_i$ steps while $M = M_i$.

Here, we show that the number of times solving Problem 1 does not increase by our proposed multi-rating mechanism. We evaluate the number of times solving Problem 1 in a simulation and express simulation time by $T_{\text{sim}}$. First, we define interval time $T_M$ as the time when $M$ equals to $M_i$ in simulation time $T_{\text{sim}}$. $T_M$ and $T_{\text{sim}}$ satisfy the following equation:

$$T_{\text{sim}} = \sum_{i=1}^{M} T_M.$$ \hspace{1cm} (29)

Also, we define the number of times solving optimization problems as

$$N_{\text{opt}} = \sum_{i=1}^{M} \frac{1}{M_i} T_M.$$ \hspace{1cm} (30)

Dividing (29) by sampling time $T_s$, we get the following equation about the number of simulation steps:

$$\frac{T_{\text{sim}}}{T_s} = \sum_{i=1}^{M} \frac{T_M}{T_s}.$$ \hspace{1cm} (31)

From (31), the following inequalities hold:

$$1 \frac{T_{\text{sim}}}{M_1 T_s} > 1 \frac{T_{M_1}}{M_1 T_s} + 1 \frac{T_{\text{sim}} - T_{M_1}}{M_2 T_s} > 2 \sum_{i=1}^{2} \frac{T_{M_i}}{M_i T_s} + 1 \frac{T_{\text{sim}} - T_{M_1} - T_{M_2}}{M_3 T_s} > \cdots \cdots$$

$$> m \sum_{i=1}^{m} \frac{T_{M_i}}{M_i T_s} \geq N_{\text{opt}}.$$ \hspace{1cm} (32)

Inequalities (32) prove that the multi-rating mechanism can decrease the number of optimizing Problem 1 in a simulation by switching the optimization rate to a lower one. As a result, inequality (33) holds and proves that the number of times solving Problem 1 does not increase at least.

### 3.3 Reformulation of MPC Algorithm

When solving Problem 1 in terms of MPC strategy, we consider the following constraint:

$$1_n \cdot \hat{\delta}_{k|i|k} = 1 \quad (i = 1, \cdots, N)$$ \hspace{1cm} (34)

Eq. (34) is a constraint that limits the number of mode selections to 1. The relationship between the number of pinning agents and the settling time is discussed in [12].

From the above, Problem 1 is formulated as follows:

**Problem 2:** At step $k$, suppose that target value vector $\zeta_r \in \mathbb{R}^n$, states of vehicles $\zeta_k \in \mathbb{R}^n$, mode vector $\delta_k \in \mathbb{N}^n$, weight matrix $Q_k \in \mathbb{R}^{3n \times 3n}$, predictive horizon $N \in \mathbb{N}$, optimization rate $M \in \mathbb{N}$, number of pinning agents $n_p \in \mathbb{N}$ are given. Find solution (25) to the following optimization problem:

$$\text{minimize} \quad J(\hat{\delta}_{N,k})$$

$$J(\hat{\delta}_{N,k}) = \sum_{j=1}^{N} (\zeta_r - \hat{\zeta}_{k+M_j|k})^T Q(\zeta_r - \hat{\zeta}_{k+M_j|k}),$$ \hspace{1cm} (35)

$$Q = \text{diag}(Q_x, O, Q_x),$$

s. t. \quad (20), (24), (25), (34).

$Q \in \mathbb{R}^{3n \times 3n}$ is a weight matrix. MPC selects the pinning agents that minimize the errors of inter-vehicular distances and velocities to the target values. For this reason, our proposed method is expected to have a reduction effect on the string instability compared with [12], [13]. We evaluate its effect through some simulations in section 4. The external devise switches the pinning agents and applies the external control input to (16) for $k + 1, k + 2, \cdots, k + M$ according to the following equation:

$$\delta_{k+1} = \delta_{k+2} = \cdots = \delta_{k+M} = \hat{\delta}_{k+1|k}.$$ \hspace{1cm} (36)

**Problem 2** is an MIQP problem. The external device solves this MIQP problem according to the following MPC algorithm.

**Step 1:** Set $k = 0$, $M = M_1$, $M_{\text{step}} = 1$, and go to **Step 2**.

**Step 2:** Observe state $\zeta_k$, go to **Step 3**.

**Step 3:** Calculate the convergence rate $\zeta_{e,k}$ and update optimization rate $M(\zeta_{e,k})$ according to (26) and (27). Go to **Step 4**.

**Step 4:** If $M_{\text{step}} = M(\zeta_{e,k})$ and $M(\zeta_{e,k})$ is not updated, go to **Step 4A**. If $M_{\text{step}} = M$ or $M$ is updated in **Step 3**, go to **Step 4B-1**.

**Step 4A:** The external device does not switch the pinning agents and go to **Step 4**.

**Step 4B-1:** The external device solves **Problem 2**, and go to **Step 4B-2**.
Step 4B-2: Based on (36), switch the pinning agents and set \( M_{\text{step}} = 0 \). Go to Step 5.

Step 5: \( k = k + 1 \) and \( M_{\text{step}} = M_{\text{step}} + 1 \). Go back to Step 2.

4. Numerical Experiments

This section applies the typical pinning control, SPC, and the multi-rate SPC to a leader-follower type of vehicle platoon that consists of 7 vehicles. The sampling time is \( T_s = 0.2 \) [s]. We carry out experiments under the setting of parameters as follows:

\[
\begin{align*}
  k_1 &= \cdots = k_n = 0, \quad c_1 = \cdots = c_n = 0.1, \\
  k_{\text{reg}} &= 0.1, \quad k_{\text{con}} = 2.8, \quad k_{\text{dis}} = -0.8, \quad n_p = 1, \\
  g_{\text{pin}} &= 1.8, \quad \xi_{\text{th}} = 100, \quad N = 5, \quad r_M = 1/4, \\
  Q_e &= Q_o = 100I.
\end{align*}
\]

From the above, the optimization rate (27) becomes

\[
M(\xi_{e,k}) = \begin{cases}
  1 & 100 < \xi_{e,k} \\
  2 & 100/4 < \xi_{e,k} \leq 100 \\
  3 & 100/16 < \xi_{e,k} \leq 100/4 \\
  4 & 100/64 < \xi_{e,k} \leq 100/16 \\
  5 & \xi_{e,k} \leq 100/64
\end{cases}
\]

In this section, we solve Problem 2 using commercial solver Gurobi 9.0 on MATLAB R2019b.

4.1 Velocity Control for Single Platoon

This subsection shows the time responses of a single platoon by the typical pinning control, SPC, and multi-rate SPC in Figs. 2–5, respectively. In Figs. 3–5, we add the mode transition diagram and the optimization rate transition diagram. The mode transition diagram (c) shows the index of the pinning agent at each step. The optimization rate transition diagram (d) shows the optimization rate at each step. When \( M = M_i \), the external device switches the pinning agent every \( M_i \) step.

Comparing Figs. 2–5, we can see that the variations of the states with SPC (\( M_{\text{opt}} = \{1\} \)) are smaller than the typical pinning control. When comparing the responses on \( M_{\text{opt}} = \{1\} \) and \( M_{\text{opt}} = \{5\} \), the variations of inter-vehicular distances on \( M_{\text{opt}} = \{1\} \) are better than that of \( M_{\text{opt}} = \{5\} \). On the other hand, the number of optimization on \( M_{\text{opt}} = \{5\} \) is less than \( M_{\text{opt}} = \{1\} \). Moreover, Fig. 5 shows the number of times solving Problem 2 on \( M_{\text{opt}} = \{1, 2, 3, 4, 5\} \) decreases as the velocities of platoons converge to the target and the control performance does not significantly deteriorate.

Table 1 shows the settling time \( T_{\text{st}} \), the number of times solving Problem 2 \( N_{\text{opt}} \), and the calculation time \( T_{\text{cal}} \) of each method. \( T_{\text{cal}} \) includes the simulation time in MATLAB. The settling time elapsed to the time at which the vehicles’ velocities within \( \pm 0.5\% \) of the target velocities.

From Table 1, we can see that the most number of optimization is SPC on \( M_{\text{opt}} = \{1\} \), that is, \( N_{\text{opt}} = 150 \) and the less is when \( M_{\text{opt}} = \{5\} \), that is, \( N_{\text{opt}} = 30 \). On the other hand, the multi-rate SPC on \( M_{\text{opt}} = \{1, 2, 3, 4, 5\} \) has the same control performance and requires fewer optimizations. From the above, we confirm that our proposed method reduces the number of times solving Problem 2 and the computational load caused by iterative calculation.
5. Conclusion

As a vehicle platoon control method via ITS (Intelligent Transport System), this paper proposes the multi-rate switched pinning control method for MASs. The Optimal pinning agent selection makes the platoon converge to the target velocity and suppresses the string instability effect. The proposed multi-rating mechanism controls the optimization rate according to the convergence rate to the target values to reduce the computational load due to iterative calculation. In Section 4, we confirm that our proposed method can reduce the propagation of the deviation of the inter-vehicular distance by selecting the pinning agents to minimize the cost function.

Our future work is to consider the formulation of the MLD model when ITS sends multiple external control inputs. Since the MLD model in our proposed method needs $nC_{n+p}$ modes, the computational load for one optimization becomes large. The formulation of the MLD model that reduces the number of the modes leads to the peak computational load solution. Also, the MPC setting with collision avoidance constraints is essential for safety. We need to add speed and acceleration constraints to MPC for passenger comforts.
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