SUMMARY

As one of the popular social media that many people turn to in recent years, collaborative encyclopedia Wikipedia provides information in a more “Neutral Point of View” way than others. Towards this core principle, plenty of efforts have been put into collaborative contribution and editing. The trajectories of how such collaboration appears by revisions are valuable for group dynamics and social media research, which suggest that we should extract the underlying derivation relationships among revisions from chronologically-sorted revision history in a precise way. In this paper, we propose a revision graph extraction method based on supergram decomposition in the document collection of near-duplicates. The plain text of revisions would be measured by its frequency distribution of supergram, which is the variable-length token sequence that keeps the same through revisions. We show that this method can effectively perform the task than existing methods.
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1. Introduction

In recent years, social media becomes more and more attractive to many people since it involves means of interactions among people in which they create, share, exchange and comment contents among themselves in virtual communities and networks[3]. As a collaborative project, online encyclopedia Wikipedia receives contribution from all over the world[13] and its content is well accepted by those who want reliable social news and knowledge.

Guiding by the fundamental principle of “Neutral Point of View”, Wikipedia articles need plenty of extra editorial efforts other than simply content expanding and fact updating. Users can choose to edit on an existing revision and override the current one or revert to a previous revision. However, there is no explicit mechanism in Wikipedia to trace such derivation relationship among revisions, while the trajectories how such collaboration appears in Wikipedia articles in terms of revisions are valuable for group dynamics and social media research[12]. Also, research exploiting revision history for term weighting [2] requires clean history without astray, which can be accomplished by such trajectories.

Wikipedia now keeps all the versions’ contents for each article and make the edit history publicly available. The meta-data of the edit history, such as timestamps, contributors, and edit comments is also recorded. Figure 1 shows a snapshot of typical Wikipedia edit history, which consists of article revision content and meta-data. Most existing research modeling Wikipedia’s revision history choose tree[7],[18] or graphs[12] to represent the relationship, but few of them concern about the accuracy of their models.

We propose a method to model such trajectories as revision graphs, where revisions and their derivation relationships are well presented[19], from chronologically-sorted revision history. We extract these directed acyclic graphs based on supergram decomposition. The revision graph can be outputted in the XML-based “GraphML” format[24] and visualized by existing graph editor software, as shown in Fig. 2. This paper is extending from [20] by incorporating sliding update to improve efficiency, also detailed performance studies are carried out.

For a given revision $r$, at least one parent revision $r_p$ should be identified in $r$’s previous revisions, which involves comparison with those revisions. The best candidate should be decided by a certain similarity measure as well as the characteristics of Wikipedia editing. We consider the challenge of revision graph extraction ($RGE$) is twofold. The first part is the strategy that should be adopted to perform
comparisons over previous revisions. The second part is the existing differencing method and similarity metric for pairwise comparison.

By such description, RGE is close to the classic nearest neighbor search (NNS) problem in text mining: given a collection of n points, build a data structure which, given any query point, reports the data point that is closest to the query [1]. However, RGE differs from NNS in problem setting. First, the dissimilarity among a revision set is much lower than the text corpus that conventional NNS deals with [15]. The most popular algorithm for NNS, LSH-based algorithms [10], [11] would fail to distinguish among such near-duplicates texts. Moreover, the existence of the timestamps in the meta-data suggests that sequential relationship among revisions should be exploited.

There is another issue we should notice. The overview of Wikipedia mining [14] shows that the text amount of diff between two adjacent revisions is not proportional to the length of the article, that is, users would not contribute more text because of a longer article. With the relatively stable edit contribution amount, the longer an article grows, the less difference can be told by Jaccard distance, which suggests that we need absolute measure.

The remaining part of this paper is organized as follows: In Sect. 2 we introduce existing work related to our research. In Sect. 3 we explain the motivation and basic process of supergram decomposition. We extend the model in Sect. 4 by exploiting dependencies among revisions and narrowing down comparison scope for scalability. Section 5 evaluates the result generated by our method and compare with other representative methods by performance and precision evaluation. Finally we conclude our paper by summarizing findings and discussing several key issues.

2. Related Work

As mentioned before, a revision history modeling method should include two parts: comparison strategy and text differencing method with similarity metric. Most existing work focused on the second part. Fong et al. [9] proposed a detailed text differencing algorithm that finds all the different parts, including the case of phrase movement and sentence re-writing, between two given revisions based on hierarchical decomposition and the longest common subsequence (LCS) method, which is however way too computationally expensive in terms of large scale revision comparison.

In an investigation on structure and dynamics of Wikipedia’s breaking news collaborations [11], Keegan et al. construct article trajectories of editor interactions as they coauthor an article. Examining a subset of this corpus, their analysis demonstrates that articles about current events exhibit structures and dynamics distinct from those observed among articles about non-breaking events. However, the similarity metric adopted in this research is oversimplified and the correctness of the trajectories they build is not assured.

In [8], Flöck et al. reconsider the algorithm for detecting reverts, which is an important role of revision modeling. This work refines the original definition of “revert” and proposes an algorithm based on the mixture model of paragraph alignment and comparison by LCS, slightly simplified than [9]. This model still cannot achieve a precise text differencing result due to the LCS.

Cao et al. [5] proposed a version tree reconstruction method for Wikipedia articles based on keyword clustering. This method uses tf-idf (term frequency and inverted document frequency) score to cluster similar revisions and then LCS would be used for more precise comparison, which is closer to string matching problem. The initial clustering suffers from a fixed number of signature values.

Wu et al. [19] proposed a revision graph extraction method for Wikipedia articles based on n-gram cover. An n-gram is a consecutive occurrence of n letters or words in a text. This research uses word-level n-gram distribution to denote revisions of the given articles with timestamps and find how a revision’s n-gram distribution can be formed by
specific previous revisions’. But this method still suffers from error rate due to the plain model of n-gram diff score.

3. Supergram Decomposition

A revision set \( R \) is a set of revisions \( \{r_1, r_2, \ldots, r_n\} \), where each revision has a timestamp. A timestamp ordering \( r_i < r_j \) is a total ordering on their timestamps, meaning that \( r_i \)'s timestamp is earlier than \( r_j \)'s. The revision graph extraction problem on \( R \) is to find a directed acyclic graph (DAG) where nodes are revisions and edges \( <r_i, r_j> \) are such that \( r_i < r_j \) holds and \( r_j \) is created directly from \( r_i \). We call \( r_i \) as \( r_j \)'s revision parent. In general, a revision may have multiple parents due to merge of revisions and the revision graph is a DAG. But empirically such merges are rare, and in this paper we focus on the case where only branches happen.

Based on the characteristics of Wikipedia editing, we assume that the best candidate for \( r_j \) is the one that takes least efforts to convert to \( r_i \). More specifically:

a) Adding takes more efforts than deleting.
b) Long edits take more efforts than short edits.
c) Multiple short edits take more effort than a single long edit

These assumptions require that the diff generated by certain method should reflect the integrity of the original text order as much as possible.

As the further research of [19], we carefully consider the model of n-gram cover. The n-gram frequency comparison method in n-gram cover model is from the shingling method, which has been a conventional method in NNS [4], [16]. In n-gram cover, only the different text among revisions has been noted and measured. Diff caused by edit behaviors will be detected as changes in n-gram frequency distribution. Although the positional information among tokens can be reserved partially by longer shingle (bigger \( n \)), the integrity of different edits cannot be recovered. On the other hand, it takes \( O(MN) \) time to achieve integrity by the LCS-based diff algorithm, where \( M \) and \( N \) are the total number of tokens in each revision. Although each article in Wikipedia English poses 136.7 revisions in average [21], the number of revisions often exceeds one thousand in popular articles. In such a situation, pairwise comparison on \( X \) revisions by certain measures requires \( O(X^2) \) comparisons, which make full comparisons too expensive.

We find that there are some token sequences that keep appearing throughout the whole revision set. For a small revision set of several revisions, such token sequences is little but with long length. As the size of the revision set grows larger, long token sequences are split into shorter fragile due to modifications. Formally, we define such units as:

**Definition 3.1 (Supergram)**

A supergram \( s = t_1 t_2 \ldots t_n \) in a revision subset \( C \subseteq R \), where \( C \) is called a comparison scope, is an n-gram (\( n \geq 2 \)) such that \( s \) occurs in all the revision in \( C \).

**Ex. 3.1** Given the following revisions

- \( R_1 \): I am a core iOS device user.
- \( R_2 \): I am a core iOS device user.
- \( R_3 \): I am iOS device user.
- \( R_4 \): Of course I am an iOS device user.
- \( R_5 \): I am an iOS device user of course.

\( "I am" \) and \( "iOS device user" \) are supergrams, since they both keep the same through \( R_1 \) to \( R_5 \) against other changes.

3.1 Word Transition Graph Construction

Given an article’s revision set \( R \) with revisions \( r_1, r_2, \ldots, r_n \), each of them consists of tokens from a vocabulary \( D = \{t_1, t_2, \ldots, t_l\} \). In the following paragraphs, we denote

- \( v_i \): vertex \( i \) labeled with \( t_i \);
- \( <v_i, v_j> \): edge \( x \) from \( v_i \) to \( v_j \);
- \( w(v_i, v_j) \): weight of \( <v_i, v_j> \), labeled with the collection frequency of bigram \( t_i t_j \);
- \( out(v_i) \): set of all edges from \( v_i \);
- \( in(v_i) \): set of all edges to \( v_i \).

**Definition 3.2 (Word transition graph)**

Given a revision set \( R \) on vocabulary \( D \), a word transition graph (WTG) \( G = (V, E) \) is a directed weighted graph such that each vertex \( v_i \in V \) denotes a term \( t_i \in D \). For two terms \( t_i \) and \( t_j \in D \), a weighted directed edge \( e(v_i, v_j) \in E \) exists between their corresponding vertices \( v_i \) and \( v_j \) if and only if the bigram \( t_i t_j \) has a frequency \( f(t_i t_j) > 0 \) in \( R \), and \( f(t_i t_j) \) is assigned as the edge weight.

The word transition graph is allowed to contain cycles since a multiple appearance of frequent terms causes a path that starts and ends at the same vertex, as shown in Fig. 3. On the other hand, there exist chain-like subgraphs at which only one path exists, which correspond to Definition 3.1. Here we define such structure formally:

**Definition 3.3 (Chain)**

A chain \( Q \) is a sequence of edges \( <v_{i_1}, v_{i_2}>, <v_{i_2}, v_{i_3}>, \ldots, <v_{i_{n-1}}, v_{i_n}> \) (\( n \geq 3 \)) in \( G \) such that \( v_{i_1}, v_{i_2}, v_{i_3} \) are distinct, and each middle vertex, called a chain vertex, \( v_i \) (\( 1 < i < n \)) has only one incoming edge and one outgoing edge, i.e. \( |out(v_i)| = |in(v_i)| = 1 \). The rest vertices in \( G \) are called non-chain vertices.

Given a revision \( r_i \), and \( r_i \)'s comparison scope \( C_i \), a word transition graph \( G = (V, E) \) will be constructed for \( r_i \) by scanning all revisions within \( C_i \cup \{r_i\} \).

\[
\text{FOR } r' \in (C_i \cup \{r_i\}) \\
\text{FOR } t_k \in r' \\
\text{IF } t_k \in V \\
\quad w(v_{k-1}, v_k) \leftarrow w(v_{k-1}, v_k) + 1 \\
\text{ELSE} \\
\quad \text{add } <v_{k-1}, v_k> \text{ in } E \\
\quad w(v_{k-1}, v_k) \leftarrow 1
\]

Since each token \( t_k \) is scanned only once, the construction time is proportional to the total token number \( L \) in the revisions within \( C_i \cup \{r_i\} \), i.e. \( O(L) \) time. After \( G \) is constructed, the indegree and outdegree of each vertex is clear.
so that the chain vertex set $V_{\text{chain}}$ and non-chain vertex set $V_{\text{non}}$ can be identified. Another scan will be executed to extract supergram that between chain vertices. Then each revision within $C_i \cup \{r_i\}$ can be decomposed according to the extracted supergrams and get the supergram frequency distribution.

4. Sliding Update and Diff Evaluation

We start this section by the full process of revision graph extraction based on supergram decomposition with sliding update on revision collection $R$. The comparison stage consists of 5 stages:

1. Pre-processing
   For each revision $r_i \in R$, generate its unigram token sequence.

2. Comparison scope computing
   Calculate $r_i$’s comparison scope $C_i$ based on $r_i$’s timestamp.

3. Sliding decomposition
   a. If $i = 0$, construct a word transition graph $G_i$ of all the revisions within $C_i$, decompose $r_i$ and all revisions in $C_i$ based on the supergram set $S$ extracted from $G_i$.
   b. If $i > 0$, perform sliding update for $G_{i-1}$ and the supergram frequency distribution.

4. Supergram diff score computing
   Compare $r_i$ with all revisions in $C_i$ by a diff score defined on supergrams.

5. Candidate selection
   For $r_i$, Pick up the revisions with lowest $k$ supergram diff score as the candidates for parents.

The following figure shows the work flow of decomposition based on sliding word transition graph.

4.1 Pre-Processing

We first split the original revision text into a unigram token sequence. The text content in the original revision files contains plenty of Wiki Markups [23], which give specific metadata tags on plain text. While splitting the text, such markups are extracted by regular expression and will be reserved as single tokens in the following steps. The second task is replacing the URLs appearing in the text. No matter how many terms a URL involves, it has no more contribution to add a new URL than to add a single word. We replace each URL with a 16-byte string generated by MD5 for consistency.

4.2 Comparison Scope Computing

Recall the observation of supergrams we mentioned before: a narrower scope will produce longer supergrams. This is because the number of edits is proportional to the scope size and fewer edits mean smaller chances, and supergrams tend to be undivided. Longer supergrams are preferable in supergram decomposition because it reserves more integrity and reduces the total number of supergrams.

We can draw the assumption based on the characteristics of Wikipedia editing: The further one revision is from the current revision, the less possible that the current one is derived from that revision.

But before we limit the comparison scope to a fixed number of previous revisions, we consider the frequent edit behavior within a certain period of time as another important factor according to the timestamps in the edit history’s meta information. Intense editing activity could be caused by edit wars, increasing popularity of the article, or immediate updates after related events happen, and the total number of edits in a week could easily exceed any preset number. Figure 5 shows the edit count of Wikipedia article “Barack Obama” during 2008, the year of the U.S. presidential election, and significant peak can be found in November, when the election was held. Thus, all the previous revisions within certain time span should be examined, regarding the fact that contributors’ attention can last for a period of time.

A fixed scope would not be able to capture the whole process of the intense edit activity, while fixed time span can cover only little revisions. Considering such trade-off, we employ maximum comparison scope to denote the largest number of previous revisions to be compared, which is de-
revisions upon an existing transition graph than to construct a new transition graph for all revisions in the later comparison scope. Moreover, by update the changed supergram frequency of the updated transition graph, we do not have to perform supergram decomposition for overlapped revisions again. Such updates on transition graph and supergram distribution is called sliding update.

The sliding update considers two operations: adding the new revision, and deleting the revisions that are out of the new scope. The adding operation on WTG is basically the same with the construction of WTG but with more concerns on the update for supergram distribution. For each token \( t_i \) that is read from the new revision, if edge \( <t_{i-1}, t_i> \) exists in the WTG, we should simply update \( w(t_{i-1}, t_i) \) and the corresponding supergram frequency. But if not, a new edge is created and a new bigram of \( (t_{i-1}, t_i) \) will be added into supergram distribution. The new edge \( <t_{i-1}, t_i> \) connects vertices in the following situations:

a. Non-chain vertex to Non-chain vertex chain vertex.

b. Chain vertex to chain vertex.

c. Non-chain vertex to chain vertex.

d. Chain vertex to non-chain vertex.

Figure 6 shows examples of the four situations, where a circle indicates a chain vertex and an octagon indicates a non-chain vertex. Also, since in situation b, c and d the chain property of existing chain vertex has been violated by the new edge, the involved chain has to be broken and an update on the corresponding supergram in the distribution is needed. For a chain \( H = \langle v_1, v_2, \ldots, v_{i-1}, v_i, v_{i+1}, \ldots, v_n \rangle (1 < i < n, n \geq 3) \) that breaks at \( v_i \), the existing entry of the corresponding supergram \( s = (t_1 \ldots t_i \ldots t_n) \) in the supergram distribution will be replaced by the entry of \( (t_1 \ldots t_i) \) and \( (t_i \ldots t_n) \) with the same frequency.

To delete a revision from the transition graph is the inverse operation of adding. The edge weights will be subtracted according to the bigram frequency in the deleted revision. When the weight of an edge turns to 0, that edge should be deleted. Notice that the involved vertices might regain the chain property likewise, so an update of merging entry in the supergram distribution should be needed.

After the sliding update, the word transition graph is ready for further updates and the supergram frequency distribution can be used for pairwise comparison.

---

1http://en.wikipedia.org/wiki/Barack_Obama
4.4 Supergram Diff Score Computing

For pairwise revision comparison, we first create the supergram diff for two revisions, and then calculate the supergram diff score to measure their difference.

Definition 4.2 (Supergram diff)

Given a supergram set \( S \), we denote the supergram frequency distribution of revision \( r_a \) as \( f(s, r_a) \) (\( s \in S \)). For two revisions \( r_a \) and \( r_b \), the supergram diff \( SD \) is the set of supergrams with a non-zero residual frequency between \( r_a \) and \( r_b \):

\[
SD(r_a, r_b) = \{ s \in S | |f(s, r_a) - f(s, r_b)| > 0 \}
\]  
(1)

Definition 4.3 (Supergram diff score)

\[
diffScore(r_a, r_b) = w_1 \cdot \sum_{s \in SD_{add}} |f(s, r_a) - f(s, r_b)| + w_2 \cdot s' \in SD_{del} |f(s', r_a) - f(s', r_b)| \cdot \log(s')
\]  
(2)

where \( SD_{add} \) is the set of all supergrams such that \( f(s, r_a) - f(s, r_b) > 0 \), and \( SD_{del} \) is defined similarly, \( w_1 \) is the weight for discrimination between adding and deleting operations.

We set \( w_1 = 0.65 \) and \( w_2 = 0.35 \) empirically to maximize the difference. As heuristics, the logarithms are to the base of 10, since the deleting operation is a less effort-taking job.

4.5 Candidate Selection and Output

After the calculation of supergram diff score has been done, revisions will be ranked by their scores. Basically, the one with the lowest score will be considered as the parent revision. However, sometimes there could be multiple candidates with the same score. In that case, we select the latest one, since.

Once every revision’s parent revision has been found, the revision graph is finished. We choose to serialize the revision graph in a common format for graph, “GraphML”. Then the graph can be utilized by other software or programs.

5. Experimental Evaluation

To evaluate the precision and performance, we conduct two accuracy evaluations and an execution time test on the proposed method with 4 representative methods: sentence-level Jaccard distance [18], keyword clustering [5], n-gram cover [19] and the conventional token-level Edit distance.

For each method, we compare its result revision graphs with manually extracted revision graphs on the dataset of selected Wikipedia articles.

5.1 Dataset

Long article with many revisions are good for distinguishing the performance and effectiveness of methods in the RGE problem because they involve more edit behavior. We enlist 50 articles in Wikipedia that satisfy the following basic criteria:

- In English Wikipedia.
- Has at least 300 tokens in the latest revision.
- Has at least 200 revisions.

More precisely, we select the articles by four categories:

- Random articles (RA): We use the official “Random article” function on Wikipedia page and pick up the qualified articles in order to be non-bias sampling. RA represents the majority of Wikipedia article and all methods are supposed to work with them.
- Featured (FA) and non-featured articles (NFA): An article with a “Feature” label in Wikipedia is the symbol of high quality content, which requires much more effort than original articles [17]. We adopt the article list from WPQAC (Wikipedia Quality Assessment Corpus) [6] as the second part. WPQAC is constructed for evaluating relationship between the writing process and article quality. It includes 10 pairs of comparable FA and NFA that cover a broad quality spectrum, each with nearly identical text volume (in characters) and edit frequency.
- Top-edited articles: We select the top 15 articles with the most revisions in English Wikipedia, according to the official statistics [22]. Such articles include all kinds of edit behaviors.

The titles of the articles in the dataset are listed in Table 1, with the general statistics including their total number of revision (Rev. #), total number of unique contributors (Contributor #, unregistered users’ number is shown in the parentless), the average token number of each revision (Avg. Token #) and the number of branches (Br. #) in the manual graph. The articles in the dataset cover topics that vary from political, historical issues to bibliography. The right part of the table will be addressed in Sect. 5.3.

For each article, we dump the first 200 revisions from the official export site, with an exception that the article of “1941 Atlantic hurricane season” has only 149 revisions. We perform the manual extraction by a 3-researcher team and build up a ground truth dataset of 9949 revisions involving more than 14 million tokens.

5.2 Precision Evaluation

In this evaluation, all the revisions have been pre-processed according to Sect. 4.1 so that all methods start with the same token sequence. Each compared method adopts the default parameter and initial setting, and the comparison scope for each revision is all of its previous revisions.

The parent accuracy is evaluated as the percentage of the revisions that has the same parent revision as in the ground truth revision graph, which is shown in Fig. 7.

We evaluate branching errors that happen in different stages by reachability comparison. Given two revision
graphs $G_1, G_2$ on the same revision set $D$, the reachable accuracy of $G_2$ on $G_1$ is defined as follows:

$$C(G_1, G_2) = \frac{2|G_1^+ \cap G_2^+|}{|D|^2}$$

where $G_1^+, G_2^+$ are the transitive closures of $G_1, G_2$, $|D|^2/2$ is half the number of all the node pairs. By formula (3) we focus on how far (in terms of number of total descant revisions) an error can reach, so errors that happen in the early stage or those that involve more succeeding revisions have greater loss in accuracy.

In both evaluations, the proposed method prevails on most of the test articles, as we can see from the scatter plot and the average accuracy. The Edit distance method achieves the second best position because it can separate more intact diff, but it fails to deal with the case of text movement and expansion. The n-gram cover method results in more false-positive branches because it treats the deletion content
as the same as the adding content and fails to handle those revisions that both addition and deletion happen. The key-word clustering method performs worse than n-gram cover on most articles with more false-negative branches. The Jaccard distance method has the most false-negative branches in the later stage of the revision set, since the relative difference is too small to distinguish a branch. All methods fail to choose the nearest revision as the parent for those severe vandalism cases of heavily deletion or even full text deletion.

Regarding the difference among article categories, the only finding is that the proposed method has slightly bigger advantage to Edit distance method on RA and TA categories than on FA and NFA.

5.3 Execution Time Test

We also run an execution time test for 3 methods with the top precision, Edit distance, n-gram cover and the proposed method.

Each method is implemented in Java with default parameter setting and executed in the same environment. Revisions are with the same pre-processing equipped with comparison scope based on timestamps so that the execution time will be recorded by the same criteria.

In Table 1, we list up the articles’ ID and their average revision token numbers. In each cell under the name of method, the average execution time (by millisecond) that a method takes to determine the parent revision for each revision is shown. The n-gram cover method achieves best efficiency because it treats and evaluates revisions in the simplest way so that the pairwise comparison is performed in a linear time. The proposed method takes about 2.5 times more than n-gram model due to the extra cost of word transition graph construction and supergram decomposition, which is the trade-off between precision and efficiency. The edit distance method’s result is much slower than others, given that the time complexity is square time.

6. Conclusion

In this paper, we proposed supergram technique for accurate revision graph extraction from Wikipedia edit history. Revision are decomposed and compared by supergrams, which are extracted from a word transition graph. Our proposed method outperforms existing text comparison methods. In the future, we will investigate further optimization of comparison scopes, and develop applications utilizing extracted revision graphs, such as visualizations.
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