1. Introduction

Recent innovations such as big data, cloud computing, and the Internet of Things (IoT) are driving the expansion of datacom networks in datacenters and mobile backhaul with a rapid growth rate of over 20% annually [1]. In order to meet the bit rate requirements in a timely manner, the IEEE 100-Gb/s Ethernet (100GbE) for datacom links has already been commercialized [2]. Furthermore, the next generation, 400-GbE Ethernet (400GbE), is being discussed for standardization [3] with regards to technical feasibility and cost-effectiveness.

Figure 1 shows recent research trends in 100GbE-and-beyond datacom. For 100-Gb/s throughput, 10-km 100GbE (100GBASE-LR4) is specified, which is four-wavelength division multiplexing (WDM) with the bit rate of 25 Gb/s with non-return-to-zero (NRZ) modulation format. To upgrade the total throughput for 400 Gb/s, three options have been mainly discussed, which are to increase the number of wavelengths (horizontal axis in the figure), to increase the bit rate per wavelength (vertical axis), or to use a higher-order modulation (HOM). For 400GbE, we also discuss applications of 100GbE sub- assemblies that provide 400-Gb/s throughput with 16λ x 25-Gb/s NRZ and bidirectional 8λ x 50-Gb/s four-level pulse amplitude modulation (PAM4) using PLC cyclic AWGs.
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Since the dawn of 100GbE, a C form-factor pluggable (CFP) transceiver [16], as shown in Fig. 2 (a), has been used. This is specified in an MSA, and the transceiver is 82 × 145 × 13.6 mm³ in size. However, as datacom networks require not only higher data rates but also compact transceivers that can be mounted in a limited space, CFP is being replaced with the more compact form-factor of CFP2 and CFP4.

Figure 2 (b) shows the size of CFP4 and its circuit diagram. CFP4, which is 21.5 × 89 × 9.5 mm³ in size, can extend total capacity in a line card to 3.2 Tbps, which is eight times denser than the 400 Gbps CFP. The CFP4 transceiver in Fig. 2 (a) consists of many discrete devices for transmitters and receivers, such as laser diodes, photodiodes (PDs), and optical filters. Although the performance of each device can be ensured by testing individually, the large footprint is inevitable. For compactness, a key feature of CFP4 is the integration of these optical and electrical devices. In contrast to the many parts in CFP, compact modules of a 100GbE transmitter optical sub-assembly (100G-TOSA) and receiver optical sub-assembly (100G-ROSA) are installed in CFP4. The TOSA integrates four-channel (4-ch) light sources, such as distributed-feedback lasers integrated with electroabsorption modulators (EA-DFBs) and an optical multiplexer (MUX). The ROSA consists of four-channel PDs, trans-impedance amplifiers (TIAs), and a demultiplexer (DMX).

Various integration technologies have been reported for the optical sub-assembly. For the 100G-TOSA, monolithic integration is reported in [17], [18]. In these cases, a 4-ch laser array with four wavelength lanes and a 4 x 1 multi-mode interferometer (MMI) optical coupler are integrated in a single chip. Although the monolithic integration provides excellent compactness, the yield degradation of the laser array must be managed. The TOSAs reported in [19]–[21] are constructed by using free-space optics to optimize optical coupling, but there are yet many optical components such as lenses and wavelength filters.

We have newly developed an AWG filter for our 100G-ROSA. The 10-km 100GbE uses 4-1 WDM with the spacing of 4.5 nm or 800 GHz, which is called LAN-WDM. With regards to the optical WDM filters, thin-film filters (TFFs) [22], [23] have been used in coarse WDM (CWDM) systems, which have a wider passband of 20 nm. However, an optical sub-assembly that uses TFFs for 100GbE, such as ones reported in [24], [25], requires a narrower filter passband for LAN-WDM and more precise assembly accuracy than that for CWDM. In addition, future systems such as 400GbE and terabit Ethernet are supposed to use more wavelengths such as 8 or 16. Therefore, WDM filters based on planar lightwave circuits (PLCs), such as AWGs, are very promising for meeting such fabrication and future scalability requirements in datacom.

3. Optical Sub-Assembly for 100G Ethernet

In this section, we review our integration technology for optical sub-assemblies for 100GbE. Here we focus on a receiver, a 100G-ROSA, which can be applied to 10-km reach and a CFP4 transceiver package [26]. This ROSA employs a low-loss silica-based AWG demultiplexer, a 4-ch PD and a 4-ch TIA. In this work, we used p-i-n PDs and limiting TIAs for the 100G-ROSA. However, the ROSA can use APDs for a much larger sensitivity margin for longer transmission reach [27], and the limiting TIAs can be replaced with linear ones to improve the waveform distortion for amplified HOM signals such as those with PAM and DMT formats.

3.1 100G-ROSA Configuration

Figure 3 (a) shows a photograph of the 100G-ROSA. It consists of a hermetically sealed metal package, a receptacle for the LC connector, a first lens, and flexible printed circuits (FPCs). In the package, a PLC sub-block including an AWG and PD is assembled together with a four-channel TIA. The size of the package is W7 × L20 × H6 mm³ excluding the PLC and FPCs, which makes it small enough to be stored in CFP4 form factors.

The PLC sub-block shown in Fig. 3 (b) is the key structure for low-loss, high-stability optical coupling. It consists of a hermetically sealed metal package, a receptacle for the LC connector, a first lens, and flexible printed circuits (FPCs). In the package, a PLC sub-block including an AWG and PD is assembled together with a four-channel TIA. The size of the package is W7 × L20 × H6 mm³ excluding the LC and FPCs, which makes it small enough to be stored in CFP4 form factors.
Fig. 3  ROSA configuration. (a) Photograph. (b) PLC sub-block.

second input lens is directly attached to the PLC. A graded-index (GRIN) micro-lens array is also fixed directly to the edge of the output waveguides. By integrating these parts as one sub-block, this configuration enables high stability in optical coupling and responsivity of the ROSA against environmental conditions. The coupling structure between the PLC and PDs is based on the integrated receiver reported previously [28]. The main difference from the reported one is the use of a flat-top AWG with multimode waveguides (MM-AWG) with optimized optical coupling between it and lens-coupled PDs, as described in the next section.

3.2 Low-Loss AWG and Low-Loss Optical Coupling

Compared with the conventional AWG with single-mode output waveguides, the MM-AWG with multimode waveguides provides a widened passband with low loss [29]. We have already developed integrated receivers for CWDM using MM-AWGs with $\Delta = 0.75\%$ for 10-Gb/s throughput (8$\lambda$ x 1.25-Gb/s NRZ) [30] and 1.5% for 40-Gb/s throughput (4$\lambda$ x 10-Gb/s NRZ) [31]. Here we applied the AWG for narrower channel spacing in LAN-WDM, as well as for higher $\Delta$ of 2% to reduce the chip size. Figure 4 (a) shows the dependence of the spectral shapes of the MM-AWG on the number of modes. As the width of the output waveguides is increased, a higher number of modes are generated. As shown in the figure, the more modes are multiplexed, the more the spectral shape becomes flattened.

Even if the spectral shape is flat in the MM-AWG itself, poor coupling with PDs causes degradation of received spectral shape. To detect all of the multimode beams efficiently, a racetrack shape is used in the active area of PDs, as schematically shown in Fig. 4 (b). The shape was optimized in terms of the ratio of waveguide width and height, $a/b$. The appropriate ratio was around 2 in our design. The PDs have other features to obtain high responsivity by using a configuration with both back-side illumination and a maximized induced current (MIC) structure [32]. The responsivity and 3-dB-down bandwidth of the PDs are 0.95 A/W and 23 GHz in the 1300-nm LAN-WDM band, respectively.

3.3 Receiver Performance

Figure 5 (a) shows the responsivity spectrum of our fabricated ROSA at room temperature. A flat-top spectrum was observed, and the maximum responsivity reached as high as 0.7 A/W for all lanes. The isolation between adjacent lanes is more than 25 dB in the 368-GHz passband, which is indicated between the vertical dashed lines in the figure. The breakdown of the optical loss is as follows: AWG loss of 0.8 dB, PLC-to-PD coupling loss of 0.3 dB, PLC-to-receptacle loss of 0.3 dB. The 0.5-dB bandwidth was over 500 GHz as expected, and, as a result, there was no temperature control or athermalization for the AWG of the 100G-ROSA. We further performed several environmental tests, such as temperature tracking from −5 to 80°C, high-temperature storage at 85°C, and mechanical shock. The loss change was suppressed to less than 0.2 dB, which reveals the high
stability of our assembly owing to the use of the PLC sub-block structure.

We measured the bit-error-rate (BER) characteristics of the fabricated ROSA in 100-Gb/s (4 × 25 Gb/s) operation. As shown by the solid lines in Fig. 5(b), we measured the BERs in a single-channel back-to-back (B-to-B) operation. Here we used a LiNbO$_3$ Mach-Zehnder (LN) modulator as the source of an ideal optical signal. The input signal was a 25.78-Gb/s NRZ $2^{31} - 1$ pseudo-random bit sequence (PRBS), and the extinction ratio (ER) ranged from 10.4 to 10.8 dB. The figure shows that a minimum receiver sensitivity of less than $-13.4$ dBm was successfully achieved at a BER $= 10^{-12}$. Since the standard receiver sensitivity is an optical modulation amplitude (OMA) of $-8.6$ dBm in 100GBASE-LR4, the margin is more than 4.8 dB. Then, to confirm the penalties caused by crosstalk from adjacent and non-adjacent lanes, we measured the BERs during multi-channel operation. They are shown as the broken lines in the figure. The BERs for lanes 0, 1, and 2 were measured while the transmitter optical power of lane 3 was intentionally set 5 dB higher than that of lanes 0-2 as an aggressor. The penalty was as low as 0.4 dB from the adjacent lane, 0.1 dB from the second adjacent lane, and negligible from the third adjacent lane. These results clearly show our fabricated ROSA has sufficient quality and an appropriate size to be applied to compact 100GbE transceivers such as CFP2 or CFP4. This assembly technology would be applicable for compact integrated receivers not only for 100GbE but also for beyond-400-Gb/s systems.

4. Studies of 400-Gb/s Aggregation

For early aggregation of higher bit rates without massive capital expenditure upon replacement, it is important to build networks by extending current technology as efficiently as possible. In line with such a requirement, we have studied simple WDM 400-Gb/s links that utilize newly designed cyclic AWGs and current 100GbE TOSA/ROSAs. The key feature for multiplexing is the use of a cyclic AWG with the frequency spectrum range (FSR) of 800 GHz, which is the same as of the frequency spacing of LAN-WDM.

4.1 400G by 16λ x 25-Gb/s NRZ

Our first proposal is the 400-Gb/s WDM configuration shown in Fig. 6(a) [5]. It consists of four 4λ x 25-Gb/s 100G-TOSAs, four 100G-ROSAs, and cyclic AWGs. Each TOSA transmits 4 x 25-Gb/s NRZ signals with a slightly shifted wavelength with 100-GHz spacing from an adjacent TOSA wavelength, and then four wavelength groups generated by the four TOSAs are multiplexed through the MUX into WDM signal of 400 Gb/s (16λ x 25 Gb/s NRZ). Transmitted WDM signal is divided into four wavelength groups in the DMX-AWG, which are respectively fed to the four ROSAs. The ROSAs can detect any wavelength group of the transmitted signal because the groups are allocated within the LAN-WDM passband, 368 GHz, which can be
demultiplexed by a LAN-WDM filter. Figure 6(b) shows a schematic image of the 400G transceiver. Since our compact 100G-TOSAs and ROSAs are applied together with the integrated cyclic AWGs, the footprint of the transceiver is within the 82 x 145 mm^2 of the CFP transceiver.

The circuit design of the cyclic AWGs is shown in Fig. 7(a). The silica-based AWGs have the refractive index difference of 1.5% and are 20 x 15 mm^2 in size. With connections of single-mode fibers, the insertion loss of a single AWG is around 1 dB. The circuit also has functionality for wavelength control by adding four monitor ports at the MUX input side and a loopback circuit at the MUX output side. The summation of the optical powers of the four lanes detected from a monitor port is fed back to the temperature and driving-current control of the TOSA. Figure 7(b) is the measured spectrum of the MUX-AWG, which shows the 800-GHz cyclic nature of the AWG for the main and monitor paths within the passband of LAN-WDM. In the experimental results for 10-km transmission over the WDM link with our 100G-TOSAs[21] and ROSAs, we obtained minimum receiver sensitivity at the BER of 10^-12 of better than −10.5 dBm for all lanes with single-channel operation of 25-Gb/s NRZ. There is a 3-dB sensitivity penalty due to the smaller operating bandwidth of the TOSA and waveform filtering by the cyclic AWGs. However, there are still sufficient margins of 1.9 and 3.7 dB against the −8.6 dBm in ideal signals and −6.8 dBm in stressed signals specified in the criteria of 100GbE, respectively.

4.2 Bidirectional 400G by 8λ x 50-Gb/s PAM4

Our other proposed 400-Gb/s configuration is a bidirectional link [9] that uses 8λ x 50-Gb/s PAM4. The 400GbE standard, which covers transmission reach of up to 10 km, will wire an optical fiber cable for each direction, or, in other words, allow duplex transmission. However, for future installations of large numbers of fibers in networks, cost-effective and simplified system development will be preferable by adopting bidirectional transceivers, which are widely used in metropolitan-area networks and passive optical networks.

The proposed bidirectional configuration is shown in Fig. 8(a). It also utilizes 100GbE optical sub-assemblies and cyclic AWGs for the MUX and DMX. To ramp up the total bit rate to 400 Gb/s with only eight wavelengths in each direction, PAM4 is applied for each lane. The output of each 100G-TOSA with the bit rate of 224 Gb/s has four channels of 28-Gbaud PAM4 signal with the frequency spacing of 800 GHz. The 400-Gb/s (448 Gb/s, including excess bits for error correction) WDM of 8λ x 50-Gb/s PAM4 is obtained by connecting the outputs of the two 100G-TOSAs to the cyclic AWG. The optical waveform of 28-Gbaud PAM4 signal with clearly opened eyes is shown in the inset of the figure. The proposed configuration not only achieves bidirectional transmission with 8λ-WDM but also provides a compact form-factor in Ethernet transceivers as schematically shown in Fig. 8(b). Since the number of optical components is reduced by adopting a higher-order PAM4 format together with compact 100G-TOSAs and ROSAs, the footprint of the transceiver is within the 107.5 x 41.5 mm^2 of the CFP2 transceiver.
We confirmed the feasibility of the WDM link in 10-km transmission with the setup shown in Fig. 9 (a). The PAM4 signal with the amplitude of 1.2 Vpp was created by the summation of two binary signals of a 28-Gb/s PRBS with the length of $2^{15} - 1$. For single-channel operation in the 100G-TOSA, the wavelength of each channel was chosen and connected to the proper input of the AWG. The received signal was demodulated with an adaptive equalizer in offline digital signal processing. At the BER of $2 \times 10^{-4}$, the wavelength of each channel was chosen and connected to the proper input of the AWG. The received signal was demodulated with an adaptive equalizer in offline digital signal processing. At the BER of $2 \times 10^{-4}$, assuming RS (544, 514) FEC defined in 100GBASE-KP4 (IEEE 802.3bj), we observed the minimum receiver sensitivity of $-80$ dBm for all channels as shown in Fig. 9 (b). We also confirmed that, thanks to sufficient suppression of optical crosstalk in the cyclic AWGs, there was negligible degradation of the BER even when an adjacent lane in the forward or reverse direction was added.

5. Conclusions

Recent trends in photonic integration technologies for 100GbE-and-beyond datacom were reviewed. Wavelength scalability, higher bit rates, and more sophisticated modulation will be exploited for 400GbE and future functional WDM links. For a compact form-factor of Ethernet transceivers, an integrated optical sub-assembly for 100GbE with 4 $\lambda$ x 25-Gb/s NRZ was reported. To ramp up the bit rate to 400-Gb/s throughput with higher wavelength scalability, 16 $\lambda$ x 25-Gb/s NRZ and 8 $\lambda$ x 50-Gb/s PAM4 were demonstrated by utilizing 100GbE devices and functional cyclic AWGs. With the growing demands on datacenter and mobile networks, photonic integration will play a more important role for datacom.
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