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SUMMARY As MOS transistors are scaled down, the impact of randomly placed discrete charge (impurity atoms, traps and surface states) on device characteristics rapidly increases. Significant variability caused by random dopant fluctuation (RDF) is a direct result of this, which urges the adoption of new device architectures (ultra-thin body SOI FETs and FinFETs) which do not use impurity for body doping. Variability caused by traps and surface states, such as random telegraph noise (RTN), though less significant than RDF today, will soon be a major problem. The increased complexity of such residual-charge-induced variability due to non-Gaussian and time-dependent behavior will necessitate new approaches for variation-aware design.
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1. Introduction

Today, variability is of crucial importance for designing scaled CMOS integrated circuits. There are many kinds of variability, which differ in their origins and behaviors, coexisting in an LSI chip [1], [2]. They are sometimes classified into two groups. One is systematic variations, which exhibits some correlation between devices depending on their design parameters such as location, size and context. Typical origins of this will include non-ideal lithography due to the wavelength limitation, intentional mechanical stress to improve drive performance, and extremely low thermal budget process for device miniaturization. Systematic variations can be alleviated by either compensating deviations utilizing the correlation (differential pair design, optical proximity correction, etc.), or restricting the range of design parameters (dummy pattern filling, restricted design rules, construct-based design, etc.). The other is so called random variations, which exhibits no correlation between different devices. It is believed that this is caused by some microscopic perturbations, in contrast to the various technical origins relevant to the systematic variations [2]. Random dopant fluctuation (RDF), i.e. the randomness in the number and position of the charged substrate impurity atoms [3]–[6], is a major origin of random variations in scaled bulk FETs.

As MOSFETs are scaled down, their sensitivity to any microscopic perturbation will generally increase. Therefore, random variations will inevitably increase with technology scaling. In particular, if the gate capacitance of a FET is $C_G$, addition of a charge $q$ will shift its threshold voltage $V_{TH}$ roughly by $q/C_G$ on average. Therefore, reducing FET dimensions will rapidly increase the impact of a discrete charge on the device characteristics through the reduction of $C_G$. A direct outcome is the increase of variability caused by random placement of discrete charges, which is the subject of this paper. The first significant problem that appeared as a result was the serious increase of impurity-induced $V_{TH}$ variation (i.e. RDF) in bulk FETs. It is considered that new device architectures that do not rely on substrate impurity (e.g. ultra-thin SOI FETs and FinFETs) will be necessary to overcome RDF in 22 nm devices and below. Besides the impurity, there are other discrete charges, i.e. oxide traps, surface states and fixed charges, which are expected to come up in the next stage of scaling [7]. Even after RDF is eliminated, such “residual charges” will still remain, causing significant random variations as miniaturization continues. In addition, time-dependent behavior of discrete charges complicates the situation. Traps capture and emit electrons or holes, resulting in fluctuation of drain current along time, called random telegraph noise (RTN) [8], or temporary $V_{TH}$ shift in response to bias change (recoverable NBTI) [9]. Traps and states may be even newly created by electrical stress during circuit operation due to hot carrier degradation and bias temperature instability [10]. These effects will add statistical time-dependence to discrete-charge-induced variability.

To realize ultimately scaled CMOS circuits with high reliability, it is desirable that the discrete-charge-induced variability as outlined above is fully understood. Though this area of study is attracting attention, much effort will be still required to achieve this goal. In this paper, some related results regarding RDF and RTN will be reviewed to illustrate some aspects of this variability. Particularly, the modeling of the magnitude of variation will be discussed, contrasting RDF and RTN.

2. Random Dopant Fluctuation

In conventional bulk MOSFETs, the substrate is doped with impurity atoms (dopants) to realize on/off switching and to control $V_{TH}$. Due to the discreteness of the atoms (Fig. 1), the number and arrangement of the dopants will microscopically differ from one device to another, resulting in random variations of the FET characteristics. To start with, in this section, the impact of this RDF on MOSFET scaling is discussed.

The average number of ionized dopants $n$ in a FET...
The sensitivity of a FET to a charge increases in proportion to the permittivity of Si, and whose channel length and width are \( L \) and \( W \) is given by

\[
n = N_{\text{SUB}} W_{\text{DEP}} LW, \quad W_{\text{DEP}} = \sqrt{2\varepsilon_S \varphi_S / n N_{\text{SUB}}},
\]

where \( W_{\text{DEP}} \) is the depth of the depletion region below the channel inversion layer, in which the dopants are ionized, \( \varepsilon_S \) is permittivity of Si, and \( \varphi_S \) is surface band bending (~1 V). For example, if \( L=50 \text{ nm}, W=100 \text{ nm}, N_{\text{SUB}}=10^{18} \text{ cm}^{-3} \) and \( \varphi_S=1 \text{ V}, n \) is only 256.5. Assuming that the number obeys Poisson distribution, the actual number will vary around \( n \) with a standard deviation \( n^{1/2} \). Therefore, if we simply assume that \( V_{TH} \) deviation caused by a single charge is \( q/C_{OX} LW \), where \( C_{OX} \) is gate capacitance per area, standard deviation of threshold voltage \( \sigma_{VT} \) will be

\[
\sigma_{VT} = \sqrt{n} \times q / C_{OX} LW = q / C_{OX} \sqrt{N_{\text{SUB}} W_{\text{DEP}} / LW}.
\]

According to a more strict derivation considering the depth dependence of the single charge impact [11], [12], (2) should be modified to

\[
\sigma_{VT} = q / C_{OX} \sqrt{N_{\text{SUB}} W_{\text{DEP}} / 3 LW}.
\]

From the derivation of these equations, the increase of \( \sigma_{VT} \) due to RDF as \( LW \) is scaled can be interpreted as follows. The sensitivity of a FET to a charge increases in proportion to \( 1/LW \), but at the same time, the average number of random charges decreases. Therefore, \( \sigma_{VT} \) increase is retarded than \( 1/LW \), to be proportional to \((1/LW)^{1/2} \). This is in contrast to the case of RTN, as will be discussed later.

(3) can be transformed into a more convenient form for comparison with experimental data [6]. Using the text book \( V_{TH} \) formula

\[
V_{TH} = V_{FB} + \varphi_S + q N_{\text{SUB}} W_{\text{DEP}} / C_{INV},
\]

(4) becomes

\[
\sigma_{VT} = \sqrt{\frac{q}{3\varepsilon_{OX}} \frac{T_{\text{INV}} (V_{TH} + V_0)}{LW}}, \quad V_0 = -V_{FB} - \varphi_S,
\]

where \( \varepsilon_{OX} \) is permittivity of SiO\(_2\), \( T_{\text{INV}} \) is electrical gate oxide thickness (SiO\(_2\) equivalent), and \( V_{FB} \) is flat band voltage.

\( V_0 \) is close to 0.1 V for conventional dual poly-Si gate FETs at room temperature.

Since (3) and (5) are obtained from analytical considerations where some details of RDF physics are ignored, the validity of these model equations must be confirmed. Therefore, three-dimensional (3D) Monte Carlo TCAD simulations were performed. That is, for a set of the design parameters \( (T_{\text{INV}}, N_{\text{SUB}}, L \) and \( W \)), many MOSFETs identically designed, but microscopically different in impurity number and locations, were generated on a computer using random numbers. Uniform designed substrate doping without halo was assumed (in other words, the FETs were generated in such a manner that the average substrate doping of infinitely large number of FETs will be uniform). Then, \( V_{TH} \) (defined by a current of \( W/L \times 0.1 \mu\text{A} \) at \( V_{DS}=50 \text{ mV} \)) for each FET was obtained by device simulation, and \( \sigma_{VT} \) was calculated.

This was repeated for various combinations of the design parameters. It was confirmed that a relationship

\[
\sigma_{VT} = B_{VT} \sqrt{\frac{T_{\text{INV}} (V_{TH} + V_0)}{LW}}
\]

actually holds, where the coefficient \( B_{VT} \) equals 1.5(mV\(\mu\text{m} \text{nm}^{-1/2} \text{V}^{-1/2} \)). This \( B_{VT} \) value (denoted \( B_{VTO} \)hereafter) is about 20% larger than expected from (5), due to some oversimplification of the analytical model.

While (6) is a semi-empirical model equation for RDF, it can be further used for analyzing and benchmarking random variations, if we take \( B_{VT} \) as an index of variability defined by (6), rather than a given constant. Note that \( B_{VT} \) can be easily calculated from (6) only if we know \( \sigma_{VT} \) and basic FET design parameters. This index was successfully used to quantitatively understand the root causes of random variations [6]. That is, it was found that \( B_{VT} \) of PFETs from various fabs and technologies almost coincide with \( B_{VTO} \), if the short channel effect is properly controlled. This indicates that PFET random variations are dominated by RDF. Another finding was that NFET random variations tend to be larger than expected from RDF, which suggests existence of some extra variation mechanism in NFETs that should be taken care of. Though the extra mechanism is not yet clear, it is reported that NFET \( B_{VT} \) can be also reduced to be comparable to that of PFETs [13].

From these findings, it is now possible to estimate the scaling limit of bulk FETs set by the RDF-dominated random variations. Table 1 shows calculated \( \sigma_{VT} \), assuming that \( V_{TH} + V_0 = 0.5 \text{ V}, V = 2L, \) and \( B_{VT} = B_{VTO} \). It is clear that reducing \( T_{\text{INV}} \) (thinning gate dielectric) is very effective for lowering \( \sigma_{VT} \). However, there should be some practical lower limit of \( T_{\text{INV}} \). Considering that there is the inversion layer thickness of around 0.4 nm, \( T_{\text{INV}} \) far below 1 nm would be difficult. Though \( \sigma_{VT} \) can be further reduced by using retrograde channel or tweaking gate workfunction [2], the effectiveness would be limited. This is why new device architectures that do not rely on substrate doping (ultrathin body SOI FETs, FinFETs, nanowire FETs, etc. as in Fig. 2) are required to continue CMOS scaling. In these devices, on/off operation of the FETs is realized by the thin or
narrow body geometry, and hence, substrate doping is not necessary. A major issue associated with such dopant-less devices would be that the threshold voltage cannot be directly controlled by the body doping. In some cases, the choice of available $V_{TH}$ may be reduced.

3. Random Telegraph Noise

With the advance of CMOS scaling, random telegraph noise (RTN) has become a new reliability concern. Figure 3 shows an example of RTN waveform. The drain current of a FET switches between two discrete levels, depending on whether a trap in the gate oxide is filled by a charge or not. RTN is not something new, but rather, a special form of the ever-existing low frequency noise ($1/f$ noise) [14]. In large FETs, there are many traps that are switching as in Fig. 3, whose time constants (average time of stay in the high or low states) scatter over many decades. Superposition of such many RTN signals will result in disordered random noise. As the FET size is reduced, the impact of a single charge (i.e. RTN amplitude here) increases similarly to the case of RDF, while the number of traps per device decreases. As a result, the chance of encountering RTN, manifesting the single charge trapping and de-trapping behavior, increases. Due to the increased amplitude, RTN may cause malfunction of digital circuits, such as SRAMs in scaled LSIs. In this section, a model for the RTN amplitude [7] will be described. Such modeling is important in two ways. Firstly, it is necessary for designing reliable circuits for state-of-the-art technologies. Secondly, it is useful for predicting the impact of the residual-charge-induced variability in future SOIFETs and FinFETs, where only limited numbers of charges are involved.

3.1 Single Charge Response

In the previous section, only the standard deviation $\sigma_{VT}$ was discussed. Fortunately, it is reported that the random variations of $V_{TH}$ are normally distributed [4], [15], thanks to the relatively large number of discrete charges in the substrate. Assuming normal distributions, one can readily design circuits if only $\sigma_{VT}$ is known. For obtaining $\sigma_{VT}$ expressions (2) and (3), only the number variation was explicitly considered. For RTN, in contrast, a different modeling approach, based on single charge response, is necessary. This is because the number of charges involved is very limited (may be one or a few). Normal distributions can no longer be assumed. Therefore, variability amplitude model starting from characteristics shift caused by adding a single charge (i.e. single charge response) is proposed. For this purpose, statistical information of single charge response is necessary, preferably obtained experimentally. This is actually possible by simply measuring RTN amplitudes for many transistors. The measured $V_{TH}$ shift due to a charge is, in fact, not necessarily equal to $q/C_G$, or any constant, and is widely varied, obeying exponential distributions in many cases [7], [8]. Because of the long tail of the exponential distributions, extremely large amplitude may accidentally occur.

The origin of this large variation in single charge response was studied, again using 3D TCAD simulations. At the Si/SiO$_2$ interface of a MOSFET ($L=50\,\text{nm}$, $W=100\,\text{nm}$, $T_{INV}=2.4\,\text{nm}$, uniform $N_{SUB}=1.5 \times 10^{18}\,\text{cm}^{-3}$), a single charge was placed, and the resulting $V_{TH}$ shift was simulated. This was repeated 300 times by randomly selecting the charge position in the channel plane, and the $V_{TH}$ shift distributions were obtained. This was done for two different cases. In one case, the discreteness of the dopants was ignored, and the substrate and source/drain impurity concentrations were treated as continuous functions of position. In the second, discreteness of impurity distributions was taken...
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**Fig. 4** Simulated probability distributions of single charge response.

**Fig. 5** Top view charge positions exhibiting the largest, middle and smallest 10% $V_{TH}$ shift in Fig. 4 (continuous doping case).

into account. Regarding the doping distributions, all the 300 FETs are identical in the first case, whereas all the FETs are microscopically different in the second. Figure 4 shows the simulated cumulative distribution functions (cdf) of the single charge response. An exponential distribution, consistent with the experimental reports, was obtained only if the discreteness of the dopants was considered.

Figure 5 shows the positions of the traps at which the $V_{TH}$ shift was among the top 10%, middle 10% and bottom 10% for the case of continuous doping. It can be seen that the FETs are sensitive to a charge located on the equidistant line between the source and drain (dashed line in Fig. 5), particularly at the width-wise edge of the channel. This is because the peak of the potential barrier that a carrier must surmount to flow is located on the line, where the barrier height is most effectively modulated by a charge. The current flow tends to concentrate at the edge due to potential dips caused by electric field crowding. As a result, a charge located at the edge of the line causes the largest $V_{TH}$ shift.

Though the position dependence of the device sensitivity as in Fig. 5 can explain part of the variation of the single charge response, $V_{TH}$ shift can never exceed a certain upper limit if the continuous doping is assumed. The infinitely decaying tail of the exponential distributions as in Fig. 4 is explained by the so-called percolation effect caused by RDF. Figure 6 shows top view potential distributions in 50 nm x 50 nm identically designed NFETs with two different arrangements of impurity atoms. If a negative charge is placed at the center of the channel, simulated $V_{TH}$ shift was 2.7 mV in FET A, whereas 18.5 mV in FET B. This is because in FET B, a low potential current path is formed between the source and drain, which accidentally coincide with the center of the channel. Since the drain current tends to flow through this path, the additional charge effectively blocks the current, resulting in a large increase of $V_{TH}$. In FET A, since the potential is high and the current density is low at the channel center, the current change due to the charge placement is small.

3.2 Amplitude Model

Starting from the single charge response information, the statistical distributions of the noise amplitude can be straightforwardly calculated, as follows. To do this, it is assumed that the RTN amplitude is additive; i.e. if two RTN signals are superposed, the resulting waveform is simply the summation of the two. Let us denote the probability distribution function (pdf) for a single trap RTN amplitude (i.e. single charge response) $P_1(x)$, where $x$ is a statistical variable such as $V_{TH}$. Also denoting the maximum (peak-to-peak) amplitude pdf when exactly $N$ traps exist in a FET $P_N(x)$, it can be easily calculated by recursive convolution of $P_1(x)$ as

$$P_N(x) = \int_{-\infty}^{\infty} P_{N-1}(x-t)P_1(t)dt. \quad (7)$$

Then, the pdf of the maximum amplitude $P(x)$ when the trap number $N$ is also random is given by
stant much smaller than unity) for defining $x_{WORST}$ where $F_{WORST}$ cellently reproduces the calculated 418 $P$ Figure 7 shows calculated $P(x)$ for various $\lambda$.

$$P(x) = a_N \delta(x) + \sum_{i=1}^{\infty} a_i P_i(x),$$  
(8)

where $a_N$ is the probability of having $N$ traps in the FET. The delta function in the right-hand side corresponds to the cases where no trap exists in the device. A reasonable assumption here would be that the number obeys Poisson distribution

$$a_N = \exp(-\lambda) \lambda^N / N!,$$

where $\lambda$ is the expectation of the trap number. In a special case when $P_1(x)$ is exponential, i.e.

$$P_1(x) = \lambda \exp(-\lambda x / \Lambda), (x \geq 0), \quad 0 \quad (x < 0)$$

where $\Lambda$ is the expectation of single charge amplitude,

$$P_N(x) = \frac{x^{N-1}}{(N-1)! \Lambda^N} \exp\left(-\frac{x}{\Lambda}\right).$$

(11)

Figure 7 shows calculated $P(x)$ for various $\lambda$, assuming (9) and (10). $P(x)$ changes with $\lambda$, from a highly asymmetrical exponential shape towards normal distributions, according to the central limit theorem. Note that the concept of this single-charge-based modeling as described here will be useful not only for RTN, but also any residual-charge-induced variability.

Using this model, the dependence of RTN impact on FET scaling will be discussed. For this purpose, it is convenient to extract a worst case amplitude $x_{WORST}$, which is defined by

$$\int_{x_{WORST}}^{\infty} P(x) dx = F,$$

(12)

where $F$ is an appropriate cumulative failure value (a constant much smaller than unity) for defining $x_{WORST}$. Note that, $x_{WORST}$ is an indicator of the width of $P(x)$ distributions, similar to “3$\sigma$” and “6$\sigma$” used for normal distributions. From the numerically calculated data as in Fig. 7, $x_{WORST}$ was extracted for various combinations of $\lambda$ and $F$. Then, it was found that the following empirical equation excellently reproduces the calculated $x_{WORST}$. $x_{WORST}/\Lambda = a_0 + a_1 \sqrt{\lambda} + a_2 \log \Lambda,$

where $a_0$, $a_1$ and $a_2$ are fitting parameters depending only on $F$. Further assuming the simple size dependence as already discussed for RDF

$$\Lambda = c_1 / LW$$

$\lambda = c_2 LW$

(14)

where $c_1$ and $c_2$ are device-dependent constants,

$$x_{WORST} = c_1 c_2 + \frac{a_1 c_1 \sqrt{\lambda}}{\sqrt{LW}} + \frac{a_2 (a_0 + a_2 \log (c_2 LW))}{LW}.$$  

(15)

The size-independent first term of the right-hand side, which equals $\Lambda \lambda$, roughly corresponds to the peak position of $P(x)$ for $\lambda \gg 1$. If the charges are all fixed charges, instead of time-dependent traps, this term will simply cause an average shift of $V_{TH}$. The second obviously corresponds to (3) in the previous section, which represents the number variation of the traps. The unique feature of (15) is the third term. It becomes dominant when $\lambda$ becomes close to or smaller than unity, or when $LW$ becomes small. The origin of this term is the variability of the single charge response. The contributions of these 1st, 2nd and 3rd terms on $x_{WORST}$ for $\lambda$=0.1 and 30 are shown in Fig. 7 by arrows.

Figure 8 shows calculated $x_{WORST}$ vs. $1/(LW)^{1/2}$ curves. The parameters $c_1$ and $c_2$ were determined from the measured $\Lambda$ and $\lambda$, of 55 nm SRAM cell transistors (access NFETs and load PFETs) reported in [7]. A typical 12$\sigma$ value for normally distributed RDF is also plotted in the figure. Note that if $P(x)$ is a zero mean normal distribution, $x_{WORST}$ calculated from (12) is 6$\sigma$ for $F=10^{-9}$. Also noting that $x_{WORST}$ for RTN is the spread of $P(x)$ in both positive and negative directions around the mean, 12$\sigma$ of RDF corresponds to the RTN $x_{WORST}$ for $F=10^{-9}$. Calculated $x_{WORST}$ is larger in PFETs than NFETs because more traps exist in PFETs. Figure 8 shows that the worst case RTN amplitude is still much smaller than the worst case spread of RDF. However, this does not mean that RTN is not important, because RTN is completely different from ordinary random variations in that it is time-dependent [16]–[18]. There is a concern that faulty devices may erroneously pass the screening.
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**Fig. 7** Calculated $P(x)$ for various $\lambda$.
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**Fig. 8** Calculated dependence of $x_{WORST}$ on LW.
Random placement of discrete charges causes significant variability of scaled MOS devices. In conventional bulk FETs, RDF is the most important source of random variability. The curves drawn are the $6\sigma$ showing the scaling trend of such discrete-charge-induced fluctuation (RCF), will remain. Figure 9 schematically by random charges, which would be called “residual charge will be adopted. However, even after that, variability caused at some generation, and a dopant-less body device structure crease of conventional bulk FETs will become unacceptable (15) similarly to RTN. Therefore, even if RDF is removed, RCF will become unacceptable at some point of scaling. More recently, RTN has also become a new reliability concern. The magnitude of RDF can be analytically modeled by simply considering the number variation, whereas for RTN, statistical information of single charge response is necessary, because of the fewer number of charges involved. Discrete-charge-induced variability will continue to be important as long as scaling is continued, even after RDF is removed by switching to dopant-less device architectures.
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