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SUMMARY  Coordinated multi-point processing at multiple base stations can improve coverage, system throughput, and cell-edge throughput for future cellular systems. In this paper, we study the coordinated reception of transmitted signals at multiple MIMO base stations to exploit cooperative diversity. In particular, we propose to employ cooperative multicell automatic repeat request (ARQ) protocol via backhaul links. The attractiveness of this protocol is that processing between coordinated base stations can be made completely transparent to the mobile user, and it improves the mobile user’s link reliability and throughput significantly compared to noncooperative ARQ protocol. In our proposed protocol, we consider the scenario where the multicell processing involves one of the following three schemes: decode-and-forward, amplify-and-forward, and compress-and-forward schemes. We derive the average packet error rate and throughput for these cooperative multicell ARQ protocols. Numerical results show that the cooperative multicell ARQ protocols are promising in terms of average packet error rate and throughput. Furthermore, we show that the degree of improvement depends on the type of cooperative multicell ARQ protocol employed and the operating average signal-to-noise ratio of the main and backhaul links.
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1. Introduction

Coordinated multi-point processing (CoMP) at multiple base stations (BSs) has been proposed as a promising technology for improving spectral efficiency, coverage, and cell-edge throughput for future cellular systems [1]–[3]. The basic idea of CoMP is to allow multiple BSs to cooperate via backhaul links to enhance the reliability of the links between mobile user and the serving BS. The inter-cell interference, which usually degrades wireless transmissions, can then be exploited to benefit the transmissions in the case of CoMP. In general, CoMP has two different architectures, namely, centralized and distributed CoMP [4], [5]. The centralized approach needs a central entity that gathers information from all coordinated BSs as well as manages resource allocation, such as scheduling and precoding. The distributed approach assumes that resource allocation is determined locally at each BS and this information is exchanged among BSs via backhaul links.

In downlink CoMP, signal processing can be performed for coordinated transmission by multiple cells to multiple users [5]–[9]. There are two signal processing categories: coordinated scheduling/coordinated beamforming (CS/CB) and joint processing. The basic idea of CS/CB is to transmit a subframe from one cell to a user, where coordinated beamforming and scheduling are performed among cells to reduce the interference to other cells. Unlike CS/CB, the main idea of the joint processing is to transmit signals from multiple cells to a user using the same time and frequency. While the downlink CoMP requires changes in the radio specification and complicated signal processing, the uplink CoMP is simple and can be implemented straightforwardly because of the broadcasting nature of the wireless communications. In uplink CoMP, multiple BSs are allowed to receive the signals transmitted from a user and it usually involves the exchange of decoded signals or un-decoded signals via backhaul links to the serving BS, which performs some joint processing of the aggregate received signals [10]–[12].

1.1 Related Work

Cooperative diversity has recently emerged as one of the most promising enabling technologies, as it is able to address a wide range of application scenarios, including cellular networks, IEEE 802.11 networks, wireless sensor networks, and ad-hoc networks, to enhance connectivity, extend coverage, and improve energy efficiency and/or communication reliability [13]–[25]. In these cooperative networks, the main feature is that relays pool their resources in a distributed manner to enhance the reliability of wireless transmission links. For example, several access points in WLAN may cooperate to receive the uplink signals from the same user [26]. As another example, while one of the nodes is the data source, other nodes try to forward the data to the destination node [27]. In this case, if the cooperative nodes do not forward the data via orthogonal channels, the interference will deteriorate the transmission performance. This problem can be solved by selecting some of them to forward the data and keeping other nodes silent [28], or selecting only the best node to forward the data [29]. A different approach of cooperation is proposed in [30], where...
the data is encoded and spliced systematically into multiple parts, each of which is forwarded by distinct relay nodes. Forwarding the data via orthogonal channels does not cause interference, however, additional channel resources, such as time slots, frequency, or antennas, are used. This in turn decreases the gain from employing cooperative diversity. To make the most of this trade-off, network coding may be applied in forwarding the data [31]. The cross-layer consideration is addressed in [32] to improve the cooperation concept from physical layer to networking protocols, where the demonstration is done by incrementally deploying the protocols on the existing commercial hardwares, which are IEEE 802.11b network interface cards. However, the receiver combining cannot be implemented due to the limitation in accessing the firmware on the chip. Based on the relaying concept, the information forwarding is extended to multihop relaying in [33], where the data is passed over cells via wireless channels. This is a cost-effective way to enhance the coverage, throughput, and capacity for rural areas.

Automatic repeat request (ARQ) is a protocol that the receiver requests retransmissions from the transmitter only for the packets that are received erroneously, and these errors can usually be detected by using cyclic redundancy check (CRC) attached with the transmitted packets [34], [35]. Since retransmissions are requested only when necessary, the error rate can be reduced while keeping the latency as small as possible. However, as long as the channel statistics remains unchanged during retransmissions, ARQ is still unable to exploit the time diversity needed to mitigate the channel fading. Therefore, other form of diversity should be combined with ARQ protocol. As a result, there has been much work that combines ARQ protocol at the data link layer and cooperative diversity at the physical layer [36]–[41].

1.2 Main Contributions

In this paper, we study the cooperative reception at multiple MIMO BSs to exploit cooperative diversity. Specifically, we propose to employ cooperative multicell ARQ via backhaul links, where the backhaul links are assumed to have low latency and high capacity [3]. In this way, the processing between cooperative BSs can be made completely transparent to the mobile user, while the reliability and throughput of the mobile user’s link is significantly improved compared to noncooperative ARQ protocol. In our proposed protocol, we consider several scenarios where the cooperative BS employs different type of multicell processing, namely, decode-and-forward (DF), amplify-and-forward (AF), and compress-and-forward (CF). For each multicell processing scheme, we derive the corresponding average packet error rate (PER) and throughput. In the DF case, we further consider the situation when BSs do not have perfect channel state information (CSI) for decoding and derive the corresponding average PER
t†. Numerical results show that our cooperative multicell ARQ protocols can significantly reduce the average PER compared to conventional ARQ protocol. In addition, we show that the degree of improvement depends on the type of multicell processing and the operating average signal-to-noise ratio (SNR) of the main and backhaul links. Moreover, we compare the performance of our proposed protocols with respect to different receiver antenna numbers and cooperative BS numbers.

The paper is organized as follows. In Sect. 2, we introduce the system model and describe all cooperative multicell ARQ protocols. The performance analysis of the proposed protocols in terms of average PER and throughput is presented in Sects. 3 and 4, respectively. For DF processing, the effect of imperfect CSI at BSs is analyzed in Sect. 5. In Sect. 6, we present some numerical results. Finally, we give our conclusion in Sect. 7.

2. System Model

We consider the uplink transmissions in a multi-cell network with a frequency reuse factor of \( \frac{1}{K} \)††. Figure 1 illustrates the uplink CoMP for \( K = 2 \). Each BS is equipped with \( M \) antennas and there exists one or more wired backhaul links between each BS, where each backhaul link is modeled as an additive white Gaussian noise (AWGN) channel model. With such frequency planning, neighboring cells are assigned with different frequencies. However, we assume that the BS in each cell can still receive signals from the mobile users in neighboring cells when they are in uplink CoMP mode. That is, when a single source terminal (mobile user) transmits a packet to its serving BS, this packet can also be received at \( K \) neighboring BSs.

In the first time slot, the source terminal transmits a packet to its serving BS. The \( i \)th symbol in the \( n \)th packet received at the serving BS and \( K \) neighboring BSs can be

![Fig. 1 Uplink CoMP for three cells.](image-url)

†The motivation for considering this scenario is due to the requirement of CSI at cooperative BSs for the DF multicell processing.

††Note that our proposed schemes can also be implemented with other form of reuse schemes by carefully taking into account the effect of intercell interference.
written as
\begin{align}
    r_m[i, n] &= \sqrt{E} h_m[n] x[i, n] + z_m[i, n], m \in \mathcal{M}, \quad (1) \\
    r_{m,k}[i, n] &= \sqrt{E} h_{m,k}[n] x[i, n] + z_{m,k}[i, n], \\
    m \in \mathcal{M}, k \in \mathcal{K} \quad (2)
\end{align}

where \( \mathcal{K} \doteq \{1, 2, \ldots, K\} \), \( \mathcal{M} \doteq \{1, 2, \ldots, M\} \), \( r_m[i, n] \), and \( r_{m,k}[i, n] \) denote the complex baseband equivalent received signals at the \( m \)th antenna in the serving BS and the \( k \)th neighboring BS, respectively, and \( x[i, n] \) denotes the \( i \)th transmitted symbol in the \( n \)th packet with energy \( E_s \). The complex circularly symmetric Gaussian noise at the \( m \)th antenna of the serving BS and the \( k \)th neighboring BS are denoted by \( z_m[i, n] \sim \mathcal{CN}(0, N_0) \) and \( z_{m,k}[i, n] \sim \mathcal{CN}(0, N_0) \), respectively. The complex channel coefficients from the source terminal to the \( m \)th antenna of its serving BS and the \( k \)th neighboring BS are denoted by \( h_m[n] \sim \mathcal{CN}(0, \sigma_m^2) \) and \( h_{m,k}[n] \sim \mathcal{CN}(0, \sigma_k^2) \), respectively, and are assumed to be constant throughout the packet\( ^\dagger \). By denoting the instantaneous received SNRs at the \( m \)th antenna of the serving BS and the \( k \)th neighboring BS as \( \gamma_m \doteq E_s|h_m[n]|^2/N_0 \) and \( \gamma_{m,k} \doteq E_s|h_{m,k}[n]|^2/N_0 \), we can model \( \gamma_m \) and \( \gamma_{m,k} \) as exponentially distributed random variables (r.v.’s) with mean \( \lambda_\gamma \) and \( \lambda_{\gamma,k} \), respectively. i.e., \( \gamma_m \sim \mathcal{E}(1/\lambda_\gamma) \) and \( \gamma_{m,k} \sim \mathcal{E}(1/\lambda_{\gamma,k}) \). \( \lambda_\gamma = E \sigma_m^2/N_0 \) and \( \lambda_{\gamma,k} = E \sigma_k^2/N_0 \).\( ^\dagger\dagger \). To enhance the reliability of packet transmissions, we employ several ARQ protocols, including conventional ARQ and cooperative multicell ARQ protocols, as described below.

2.1 Protocol I: No Cooperation

As illustrated in Fig. 2, this is the conventional ARQ protocol, which does not exploit multiple BS reception. To reduce packet delay and system buffer size, we employ truncated ARQ that limits the number of maximum retransmission attempts, which is denoted as \( N_t \).\(^{[34]}\),\(^{[35]}\). At the end of the first time slot, only the serving BS uses the CRC bits attached with the transmitted packet to check if the received packet is received correctly after maximal ratio combining (MRC). If no error is detected in the packet, the serving BS sends an one-bit acknowledgment (ACK) message to the source terminal, indicating successful reception of the packet. Otherwise, an one-bit negative-acknowledgment (NACK) message is sent\(^ \dagger\dagger\dagger \). The source terminal continues to retransmit the packet until it reaches \( N_t \) retransmission attempts. Throughout this process, the packets received at the \( K \) neighboring BSs are deleted upon reception without any multicell processing.

2.2 Protocol II: DF

As illustrated in Fig. 3, this protocol takes advantage of the broadcast nature of uplink transmissions to reach neighboring BSs. With CRC to facilitate error detection, the neighboring BSs can check if they have correctly received their packets after MRC. Only those neighboring BSs that have correctly received the packet are required to participate in the retransmission phase via dedicated backhaul links, thereby keeping the amount of backhaul traffic as small as possible. However, the backhaul latency requirement needs to take into account decoding time at each participating BS. For convenience, we referred to these participating BSs as the cooperative BSs, where the number of cooperative BSs is given by \( |\mathcal{C}| \) such that \( \mathcal{K} \subseteq \mathcal{C} \).

At the end of the first time slot, an ACK/NACK message is sent to the source terminal and the \( K \) neighboring BSs, depending on the success or failure of the transmission at the serving BS. Upon reception of an ACK at the source terminal and the cooperative BSs, the source terminal transmits a new packet in the next data slot and all

\( ^\dagger \mathcal{CN}(\mu, \sigma^2) \) denotes a complex circularly symmetric Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \).

\( ^\dagger\dagger \)Note that these variances capture both the effects of path-loss and shadowing.

\( ^\dagger\dagger\dagger \)We have used the notation \( X \sim \mathcal{E}(\lambda) \) to denote that \( X \) is exponentially distributed with a constant hazard rate \( \lambda > 0 \).

\( ^\dagger\dagger\dagger\dagger \)Note that the ACK/NACK messages are one-bit messages. Their error and delay are neglected here.
stored packets at the cooperative BSs are deleted. Otherwise, the source terminal and the cooperative BSs continue to retransmit their packets until certain retransmission attempts are reached. In the retransmission phase, the cooperative BSs retransmit their packets to the serving BS via dedicated wired backhaul links. The $i$th symbol in the $m$th packet received at the serving BS from the $k$th cooperative BS is given by

$$
\text{r}^{(\text{III})}_{b,m,k}[i,n] = \sqrt{G_k E_s} x[i,n] + \sqrt{G_k} z_{b,k}[i,n], \ k \in \mathcal{K}, m \in \mathcal{M}
$$

(3)

where $\text{r}^{(\text{III})}_{b,m,k}[i,n]$ denotes the complex baseband equivalent received signal in the serving BS via the $k$th backhaul link using protocol II, $G_k$ denotes the channel gain of the $k$th backhaul link, and $z_{b,k}[i,n] \sim \mathcal{CN}(0, N_0)$. The received SNR at the serving BS via the $k$th backhaul link is denoted as

$$
\gamma_{b,k} = \frac{G_k E_s}{N_0}.
$$

2.3 Protocol III: AF

As illustrated in Fig. 4, all $K$ neighboring BSs always cooperate by forwarding their packets in the retransmission phase. The difference between protocol II and III is that protocol II selectively decodes and forward packets from the neighboring BSs, whereas protocol III forward the received signals from each antenna at the cooperative BS to the serving BS via $M$ dedicated backhaul links. Without any decoding at each cooperative BS, the backhaul latency requirement of protocol III is much shorter at the expense of a larger amount of backhaul traffic.

At the serving BS, the forwarded signals from each cooperative BS are first combined using MRC before decoding. In the retransmission phase, the $i$th symbol in the $m$th packet received at the serving BS from the $n$th antenna of the $k$th neighboring BS is given by

$$
\text{r}^{(\text{III})}_{b,m,k,n}[i,n] = \alpha_k \sqrt{G_k} h_{m,k}[n] x[i,n]
$$

$$
+ \alpha_k \sqrt{G_k} z_{m,k}[n], \ k \in \mathcal{K}, m \in \mathcal{M}
$$

(4)

and the normalization factor $\alpha_k$ is given by

$$
\alpha_k = \frac{E_s}{\mathbb{E}[|h_{m,k}[n]|^2] E_s + N_0}, \ m \in \mathcal{M}
$$

(5)

where $\text{r}^{(\text{III})}_{b,m,k,n}[i,n]$ denotes the complex baseband equivalent received signal in the serving BS using protocol III via the backhaul link for the $m$th antenna of the $k$th neighboring BS, and $z_{m,k}[i,n] \sim \mathcal{CN}(0, N_0)$. Thus, the effective instantaneous received SNR at the serving BS via the backhaul link for the $m$th antenna of the $k$th neighboring BS is given by

$$
\gamma_{\text{eff},m,k} = \frac{\gamma_{m,k} \gamma_{b,k}}{\lambda_k + \gamma_{b,k} + 1}.
$$

(6)

The serving BS combines $\text{r}^{(\text{III})}_{b,m,k,n}[i,n]$ from all $M$ antennas using MRC for decoding.

Remark 1: A variation of protocol III is to combine $r_{m,k}[i,n]$ from all $M$ antennas using MRC before AF processing. This variation as well as its results are not presented here because its performance is less attractive due to the normalization in AF processing that reduces the effective received SNR at the serving BS.

2.4 Protocol IV: CF

In protocol IV, every neighboring BS performs CF and does not exploit the direct reception at the serving BS, namely, using the standard rate-distortion scheme. Similar to Fig. 4, all $K$ neighboring BSs always cooperate by compressing their packets in the retransmission phase. Compared to protocol III, the backhaul latency requirement of protocol IV is slightly longer due to compression, but the amount of backhaul traffic is reduced. Even though this scheme is sub-optimal, it has lower decoding complexity and is much easier to implement in practice [42], [43].

To compress the packet separately among BSs, the $k$th neighboring BS first combines the received signals in (2) to give

$$
\text{r}_k[i,n] = \sqrt{E_s} \sum_{m=1}^{M} |h_{m,k}[n]|^2 x[i,n]
$$

$$
+ \sum_{m=1}^{M} h_{m,k}^* [n] z_{m,k}[i,n], \ k \in \mathcal{K}
$$

(7)

and normalizes the combined signal with the normalization factor

$$
\beta_k[n] = \frac{1}{E_s \left( \sum_{m=1}^{M} |h_{m,k}[n]|^2 \right)^2 + N_0 \sum_{m=1}^{M} |h_{m,k}[n]|^2}
$$

(8)
where $r_k[i, n]$ denotes the MRC processed signal at the $k$th neighboring BS, and $^*$ is the complex conjugate operator. Then, the $i$th symbol in the packet becomes $\beta_k[n] r_k[i, n]$ and is quantized at a rate $R_c$. In the retransmission phase, the $i$th symbol in the $n$th packet received at the serving BS from the $k$th neighboring BS is given by

$$r_{bk}^{(IV)}[i, n] = \beta_k[n] \sqrt{G_k E_k} \sum_{m=1}^{M} |h_{m,k}[n]|^2 x[i, n]$$

$$+ \beta_k[n] \sqrt{G_k} \sum_{m=1}^{M} h_{m,k}^* [n] z_{mk}[i, n]$$

$$+ z_{bk,k}[i, n], \quad k \in \mathcal{K}$$  \hspace{1cm} (9)

where $r_{bk}^{(IV)}[i, n]$ denotes the complex baseband equivalent received signal in the serving BS using protocol IV via the backhaul link of the $k$th neighboring BS and the quantization noise is denoted by $z_{bk,k}[i, n] \sim \mathcal{CN}(0, \sigma_{bk}^2)$, where $\sigma_{bk}^2 = 1/(2R_c - 1)$. The effective instantaneous received SNR at the serving BS via the backhaul link of the $k$th neighboring BS can be expressed as

$$\gamma_{q,eff,k} = \frac{\gamma_k \eta_k}{\gamma_k + \eta_k + 1}$$  \hspace{1cm} (10)

where $\gamma_k \triangleq E_s \sum_{m=1}^{M} |h_{m,k}[n]|^2 / N_0$ denotes the instantaneous received SNR at the $k$th neighboring BS after MRC and $\eta_k \triangleq 1/\sigma_{bk}^2 = 2R_c - 1$.

### 3. Average Packet Error Rate Analysis

In the following, we first derive the average PER for each protocol described in Sect. 2. Due to the latency constraint and overhead on backhaul requirements, we restrict all retransmissions to $N_r = 1$.

#### 3.1 Protocol I: No Cooperation

By denoting the instantaneous received SNR at the serving BS after MRC as $\gamma_k \triangleq E_s \sum_{m=1}^{M} |h_{m,k}[n]|^2 / N_0$, we can model $\gamma_k$ as a gamma distributed r.v. with mean $M\lambda$, i.e., $\gamma_k \sim \Gamma(M, \lambda)$. The probability density function (pdf) of a gamma distributed r.v. with shape parameter $M$ and scale parameter $\lambda$ is given by [44]

$$p_{\gamma}(\gamma; M, \lambda) = \frac{\gamma^{M-1} \exp(-\gamma)}{\lambda^M (M - 1)!}.$$  \hspace{1cm} (11)

In addition, the PER conditioned on the channel can be approximated as [35]

$$\text{PER}(\gamma_k) \approx \begin{cases} 1, & \text{if } 0 \leq \gamma_k < \gamma_i, \\ \alpha \exp(-g \gamma_k), & \text{if } \gamma_k \geq \gamma_i, \end{cases}$$  \hspace{1cm} (12)

where $\alpha$, $g$, and $\gamma_i$ are parameters that depend on the type of modulation and coding scheme, and $\alpha \exp(-g \gamma_i) = 1$ [35]. Since the retransmission occurs immediately, the instantaneous SNR does not change and the conditional PER of protocol I is given by

$$\text{PER}^{(I)}(\gamma_k) = (\text{PER}(\gamma_i))^2$$  \hspace{1cm} (13)

By taking the expectation of the function in (12) with respect to the PDF in (11) with $\lambda = \lambda_i$, we obtain the average PER of protocol I as follows:

$$\text{PER}^{(I)} = \mathbb{E}\{ (\text{PER}(\gamma_i))^2 \} = 1 - \exp \left( - \frac{\gamma_i}{\lambda_i} \right)$$

$$\sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\gamma_i}{\lambda_i} \right)^m \left[ 1 - \frac{1}{(1 + 2q\lambda_i)^{M-m}} \right] \bigg|_{q=1} \bigg|_{\alpha=1}. \hspace{1cm} (14)$$

#### 3.2 Protocol II: DF

By denoting the instantaneous received SNR at the $k$th neighboring BS after MRC as $\gamma_k \triangleq E_s \sum_{m=1}^{M} |h_{m,k}[n]|^2 / N_0$, we can model $\gamma_k \sim \Gamma(M, \lambda_k)$. Using the approximation in (12), the approximate conditional PER at the $k$th neighboring BS is given by $\text{PER}(\gamma_k)$ and the average PER of the $k$th neighboring BS can be written as

$$\mathbb{E}\{ \text{PER}(\gamma_k) \} = 1 - \exp \left( - \frac{\gamma_i}{\lambda_k} \right)$$

$$\sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\gamma_i}{\lambda_k} \right)^m \left[ 1 - \frac{1}{(1 + q\lambda_k)^{M-m}} \right] \bigg|_{q=1} \bigg|_{\alpha=1}. \hspace{1cm} (15)$$

In addition, the approximate conditional PER associated with the retransmission from the $k$th neighboring BS to the serving BS via its backhaul link can also be approximated as [35]

$$\text{PER}(\gamma_{bk,k}) \approx \begin{cases} 1, & \text{if } 0 \leq \gamma_{bk,k} < \gamma_i, \\ \alpha \exp(-g \gamma_{bk,k}), & \text{if } \gamma_{bk,k} \geq \gamma_i. \end{cases}$$  \hspace{1cm} (16)

Consider that only a subset of neighboring BSs, i.e., $\mathcal{K}_c$, received the packet correctly from the source terminal with probability given by

$$\Pr(\mathcal{K}_c) = \prod_{k \in \mathcal{K}_c} (1 - \text{PER}(\gamma_k)) \prod_{k \in \mathcal{K} \setminus \mathcal{K}_c} \text{PER}(\gamma_k). \hspace{1cm} (17)$$

Recall that these neighboring BSs are referred to as cooperative BSs, the probability that all the cooperative BSs retransmit their packets to the serving BS with error is given by

$$\Pr(\text{backhaul error}|\mathcal{K}_c) = \prod_{k \in \mathcal{K}_c} \text{PER}(\gamma_{bk,k}). \hspace{1cm} (18)$$

From (17) and (18), the probability that no neighboring BS
can successfully retransmit a packet from the source terminal to the serving BS is given by
\[
\Pr[\text{backhaul error}] = \sum_{|K|=0}^{K} \Pr[K] \Pr[\text{backhaul error}|K]
\]
\[
= \sum_{|K|=0}^{K} \left\{ \prod_{k \in K} \frac{1 - \text{PER}(\gamma_k)}{\text{PER}(\gamma_k)} \right\},
\]
where the outer summation is taken among different cardinalities of the set \(K\) from 0 until \(K\). Therefore, the average PER of protocol II is given by
\[
\text{PER}^{(II)} = \mathbb{E}\{\text{PER}^{(II)}(\gamma_1, \ldots, \gamma_K, \gamma_{b,1}, \ldots, \gamma_{b,K})\}
\]
\[
= \mathbb{E}\left\{ \left( \prod_{k \in K} \text{PER}(\gamma_k) \right)^2 \right\} \sum_{|K|=0}^{K} \sum_{k \in K} \left( 1 - \mathbb{E}\{\text{PER}(\gamma_k)\} \right)
\]
\[
= \left( 1 - \exp\left( -\frac{\gamma_k}{A_k} \sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\gamma_k}{A_k} \right)^m \right) \right) \prod_{k \in K} \text{PER}(\gamma_k)
\]
\[
= \left( 1 - \frac{1}{1 + 2A_k g A_k M^{-m}} \right) \left( \prod_{k \in K} \text{PER}(\gamma_k) \right) \sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\gamma_k}{A_k} \right)^m \left( 1 - \exp\left( -\frac{\gamma_k}{A_k} \sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\gamma_k}{A_k} \right)^m \right) \right).
\]

**Proof 1:** From (6), we have
\[
\gamma_{m,k} = \frac{\lambda_k + \gamma_{b,k} + 1}{\gamma_{b,k}} \gamma_{eff,m,k}.
\]  
By summing both the left and right-hand sides of (22) over all \(m\), we have
\[
\gamma_k = \frac{\lambda_k + \gamma_{b,k} + 1}{\gamma_{b,k}} \gamma_{eff,k}
\]
and taking the Jacobian of \(\gamma_k\) with respect to \(\gamma_{eff,k}\), we obtain
\[
\frac{d\gamma_k}{d\gamma_{eff,k}} = \frac{\lambda_k + \gamma_{b,k} + 1}{\gamma_{b,k}}.
\]
From (23) we obtain the pdf of \(\gamma_{eff,k}\) since \(\gamma_k\) is a linear function of \(\gamma_{eff,k}\) and the pdf of \(\gamma_k\) is known [45].

Similar to (12), the conditional PER of the packet forwarded from the \(k\)th neighboring BS can be approximated as
\[
\text{PER}(\gamma_{eff,k}) = \begin{cases} 1, & 0 \leq \gamma_{eff,k} < \gamma_k, \\ \alpha \exp(-\gamma_{eff,k}), & \gamma_{eff,k} \geq \gamma_k \end{cases}
\]
and the corresponding average PER using Lemma 1 is given by
\[
\mathbb{E}\{\text{PER}(\gamma_{eff,k})\} = \int_{0}^{\gamma_k} p_{\gamma_{eff,k}}(\gamma) d\gamma + \int_{\gamma_k}^{\infty} \alpha \exp(-\gamma) p_{\gamma_{eff,k}}(\gamma) d\gamma
\]
where
\[
\int_{0}^{\gamma_k} p_{\gamma_{eff,k}}(\gamma) d\gamma = 1 - \exp\left( -\frac{\lambda_k + \gamma_{b,k} + 1}{\lambda_k \gamma_{b,k}} \gamma_k \right) \sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\lambda_k + \gamma_{b,k} + 1}{\lambda_k \gamma_{b,k}} \gamma_k \right)^m
\]
and
\[
\int_{\gamma_k}^{\infty} \alpha \exp(-\gamma) p_{\gamma_{eff,k}}(\gamma) d\gamma = \exp\left( -\frac{\lambda_k + \gamma_{b,k} + 1}{\lambda_k \gamma_{b,k}} \gamma_k \right) \sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\lambda_k + \gamma_{b,k} + 1}{\lambda_k \gamma_{b,k}} \gamma_k \right)^m
\]
Using (14) and (26), the average PER of protocol III is given by
Proof 2: 

Lemma 2: 

The probability density function (pdf) of $\gamma_{\text{q}, k}$ from the $k$th neighboring BS at the serving BS is given by

$$p_{\gamma_{\text{q}, k}}(\gamma) = \frac{\eta_k}{(\eta_k - \gamma)(M - 1)!} \left(\frac{(\eta_k + 1)\gamma}{(\eta_k - \gamma)\lambda_k}\right)^M \exp\left(-\frac{(\eta_k + 1)\gamma}{(\eta_k - \gamma)\lambda_k}\right), 0 \leq \gamma < \eta_k.$$  

(30)

Proof 2: 

Following the proof for Lemma 1, we first derive $y_k = \frac{(\eta_k + 1)\gamma_{\text{q}, k}}{\eta_k - \gamma_{\text{q}, k}}$ and the Jacobian of $y_k$ with respect to $\gamma_{\text{q}, k}$ as follows:

$$\frac{dy_k}{d\gamma_{\text{q}, k}} = \frac{\eta_k (\eta_k + 1)}{(\eta_k - \gamma_{\text{q}, k})^2}.$$  

(32)

Straightforwardly, we can yield (30) using similar approach as in the proof of Lemma 1.

Similar to (12), the conditional PER of the quantized packet from the $k$th neighboring BS can be approximated as

$$\text{PER}(\gamma_{\text{q}, k}) = \begin{cases} 
1, & 0 \leq \gamma_{\text{q}, k} < \gamma_i \\
\alpha \exp(-\gamma y_{\text{q}, k}), & \gamma_i \leq \gamma_{\text{q}, k} < \eta_k 
\end{cases}$$  

(33)

and the corresponding average PER is given by

$$\mathbb{E}\left[\text{PER}(\gamma_{\text{q}, k})\right] = \begin{cases} 
1, & \eta_k \leq \gamma_i \\
\int_0^{\eta_k} p_{\gamma_{\text{q}, k}}(\gamma) d\gamma \\
+ \int_{\gamma_i}^{\eta_k} \alpha \exp(-\gamma y_{\text{q}, k}) d\gamma, & \eta_k > \gamma_i 
\end{cases}$$  

(34)

Suppose $\eta_k > \gamma_i$. From Lemma 2, the first integral in (34) can be written as

$$\int_0^{\gamma_i} \frac{p_{\gamma_{\text{q}, k}}(\gamma)}{(\eta_k - \gamma)(M - 1)!} d\gamma = \int_0^{\eta_k} \frac{\eta_k}{\eta_k - \gamma} \frac{(\eta_k + 1)\gamma}{(\eta_k - \gamma)\lambda_k} (M - 1)! \exp(-w) dw$$  

where $w$ is a transformation from $\gamma$ and is defined as

$$w = \frac{(\eta_k + 1)}{(\eta_k - \gamma)\lambda_k}.$$  

(36)

Also, the second integral in (34) can be expressed as

$$\int_{\gamma_i}^{\eta_k} \alpha \exp(-\gamma y_{\text{q}, k}) d\gamma = \int_{\gamma_i}^{\eta_k} \alpha \exp(-\gamma y_{\text{q}, k}) \frac{\eta_k}{(\eta_k - \gamma)(M - 1)!} \frac{(\eta_k + 1)\gamma}{(\eta_k - \gamma)\lambda_k} (M - 1)! \exp(-w) dw$$  

(37)

Since the integral is finite and the integrand is strictly decreasing and converges to 0, the numerical integration can be carried out with convenience and accuracy. By substituting (35) and (37) into (34), the average PER of protocol IV is given by

$$\text{PER}^{(IV)} = \mathbb{E}\left[\text{PER}^{(IV)}(\gamma_s, \gamma_{\text{q}, k})\right]$$  

$$= \mathbb{E}\left\{\left(\text{PER}(\gamma_i)\right)^2\right\} \prod_{k \in K}\mathbb{E}\left[\text{PER}(\gamma_{\text{q}, k})\right]$$  

$$\begin{aligned}
&= \left(1 - \exp\left(-\frac{\eta_k}{(\eta_k - \gamma)(M - 1)!} \frac{(\eta_k + 1)\gamma}{(\eta_k - \gamma)\lambda_k}\right)\right) \prod_{k \in K} \left(1 - \exp\left(-\frac{(\eta_k + 1)\gamma}{(\eta_k - \gamma)\lambda_k}\right)\right) \\
&= \frac{\eta_k}{(\eta_k - \gamma)(M - 1)!} \frac{(\eta_k + 1)\gamma}{(\eta_k - \gamma)\lambda_k} \prod_{m=0}^{M-1} \frac{1}{m!} \left(\frac{(\eta_k + 1)\gamma}{(\eta_k - \gamma)\lambda_k}\right)^m \\
&\quad + \int_{\gamma_i}^{\eta_k} \alpha \exp(-\gamma y_{\text{q}, k}) d\gamma \frac{\eta_k}{(\eta_k - \gamma)(M - 1)!} \frac{(\eta_k + 1)\gamma}{(\eta_k - \gamma)\lambda_k} (M - 1)! \exp(-w) dw
\end{aligned}$$  

(38)

for $\eta_k > \gamma_i$. Otherwise, $\text{PER}^{(IV)} = \mathbb{E}\left\{\left(\text{PER}(\gamma_i)\right)^2\right\}$ as given in (14).

Remark 2: 

Note that the backhaul link effects the performance of protocol II or protocol III via $\gamma_{h,k}$ whereas performance of protocol IV depends on $R_k$, which is the rate of the backhaul link. Therefore, to compare these protocols, we choose $R_k$ for protocol IV such that it corresponds to a certain $\gamma_{h,k}$ of protocol II and protocol III.
4. Average Throughput Analysis

Besides the average PER, the average throughput is another important performance metric of ARQ protocol since it is directly related to the backhaul requirements for our cooperative multicell ARQ protocols. Considering a packet transmission with $L$ bits per packet, $C$ bits of which are CRC, a modulation level for every symbol of $b$ bits per symbol and a coding rate of $R$, the average throughput of the conventional ARQ protocol in the unit of bits per channel use is given by [38]

$$T = R b \frac{L - C}{L} \frac{P_A}{E \{N_A\}}$$  \hspace{1cm} (39)

where $P_A$ is the packet transmission successful rate and $E \{N_A\}$ is the average number of transmissions per packet. The unit of the defined throughput is in b/s/Hz, which can be larger than 1. Given (39), we can compute the average throughput for our proposed cooperative multicell ARQ protocols discussed in the previous section\(^1\). Note that the average number of transmissions includes both the wireless transmission from the source terminal to the serving BS and the backhaul transmissions from the neighboring BSs to the serving BS.

4.1 Protocol II: DF

The packet transmission successful rate for protocol II is given by $P_A^{(II)} = 1 - \overline{\text{PER}}^{(II)}$, where $\overline{\text{PER}}^{(II)}$ is given in (20). In protocol II, the main BS can receive a packet from one cooperative BS at a time. Therefore, the number of transmissions per packet can be any number within the set $\{1, 2, \ldots, 2 + K\}$, and the average number of transmissions per packet for protocol II can be written as

$$E \{N_A\}^{(II)} = 1 \left(1 - \overline{\text{PER}}_a^{(II)} + \overline{\text{PER}}_s^{(II)}\right) + \sum_{\kappa = 0}^{K} (2 + \kappa) \prod_{k \in \kappa} (1 - \overline{\text{PER}}_k) \prod_{k' \in \kappa' \backslash \kappa} \overline{\text{PER}}_{k'}$$  \hspace{1cm} (40)

where $\overline{\text{PER}}_a^{(II)}$ denotes $E \{\text{PER}(\gamma_a)\}$ given in (15) and $\overline{\text{PER}}_s^{(II)}$ denotes $E \{\text{PER}(\gamma_s)\}$, which can be straightforwardly obtained from (15) by replacing $\lambda_k$ with $\lambda_i$. Therefore, the average throughput of protocol II is given by

$$T^{(II)} = R b \frac{L - C}{L} \frac{P_A^{(II)}}{E \{N_A\}^{(II)}} = R b \frac{L - C}{L} \left(1 - \overline{\text{PER}}^{(II)}\right) \left(1 - \overline{\text{PER}}_a^{(II)} + \overline{\text{PER}}_s^{(II)}\right) + \sum_{\kappa = 0}^{K} \prod_{k \in \kappa} (1 - \overline{\text{PER}}_k) \prod_{k' \in \kappa' \backslash \kappa} \overline{\text{PER}}_{k'} (2 + \kappa).$$  \hspace{1cm} (41)

4.2 Protocol III: AF

The packet transmission successful rate for protocol III is given by $P_A^{(III)} = 1 - \overline{\text{PER}}^{(III)}$, where $\overline{\text{PER}}^{(III)}$ is given in (29). In protocol III, the number of transmissions per packet can be either 1 or $2 + K$ since all $K$ neighboring BSs forward their packets in the retransmission phase with $M$ antennas in parallel. Thus, the average number of transmissions per packet for protocol III can be expressed as

$$E \{N_A\}^{(III)} = 1 \left(1 - \overline{\text{PER}}_a^{(III)} + 2 + K\right) \overline{\text{PER}}_s^{(III)}$$  \hspace{1cm} (42)

and the average throughput of protocol III is given by

$$T^{(III)} = R b \frac{L - C}{L} \frac{P_A^{(III)}}{E \{N_A\}^{(III)}} = R b \frac{L - C}{L} \left(1 - \overline{\text{PER}}^{(III)}\right) \left(1 + (2 + K) \overline{\text{PER}}_s^{(III)}\right).$$  \hspace{1cm} (43)

4.3 Protocol IV: CF

The packet transmission successful rate for protocol IV is given by $P_A^{(IV)} = 1 - \overline{\text{PER}}^{(IV)}$, where $\overline{\text{PER}}^{(IV)}$ is given in (38). Due to the similarity to protocol III, the average number of transmissions per packet for protocol IV can also be written as

$$E \{N_A\}^{(IV)} = 1 + (2 + K) \overline{\text{PER}}_s^{(IV)}$$  \hspace{1cm} (44)

and the average throughput of protocol IV is given by

$$T^{(IV)} = R b \frac{L - C}{L} \frac{P_A^{(IV)}}{E \{N_A\}^{(IV)}} = R b \frac{L - C}{L} \left(1 - \overline{\text{PER}}^{(IV)}\right) \left(1 + (2 + K) \overline{\text{PER}}_s^{(IV)}\right).$$  \hspace{1cm} (45)

5. Effect of Imperfect CSI

In practical systems, the channel resources allocated to BSs for CSI estimation may be limited and BSs may not be able to estimate CSI perfectly [46]. As such, it is important to examine the effect of imperfect CSI at BSs, particularly for protocol II. Before the source terminal transmits a packet, it transmits $I_p$ pilot symbols to all BSs. The $i$th pilot symbol associated with the $m$th packet received at the $k$th antenna at the serving BS and $K$ neighboring BSs can be written as

$$r_{p,m}[i,n] = \sqrt{E_p} h_{m,n} i \gamma_p[i,n] + z_{p,m}[i,n], \quad i = 1, \ldots, I_p, \quad m \in M, \quad k = 1, \ldots, K,$$

where $z_{p,m}[i,n]$ is the $i$th symbol associated with the $m$th packet, $\gamma_p[i,n]$ is the $i$th symbol associated with the $m$th packet, and $E_p$ is the power of the pilot symbol.

\(^1\)Note that the average throughput considered here does not differentiate between the wireless and backhaul links.
where $r_{p,m}[i, n]$ denotes the complex baseband equivalent received signal at the $m$th antenna in the serving BS, $r_{p,m,k}[i, n]$ denotes the complex baseband equivalent received signal at the $n$th antenna in the $k$th neighboring BS, $x_p[i, n]$ denotes the $i$th transmitted pilot symbol in the $n$th packet with energy $E_p$, $z_{p,m}[i, n] \sim CN(0, N_0)$, and $z_{p,m,k}[i, n] \sim CN(0, N_0)$.

Assuming minimum mean square error estimation, the estimated channel coefficient in the $n$th packet at the $m$th antenna is given by [47]

$$
\hat{h}_m[n] = \sum_{i=1}^{I_p} \frac{\sigma_z^2}{I_p \sigma_r^2 E_p + N_0} r_{p,m}[i, n], \quad (47)
$$

$$
\hat{h}_{m,k}[n] = \sum_{i=1}^{I_p} \frac{\sigma_z^2}{I_p \sigma_r^2 E_p + N_0} r_{p,m,k}[i, n] \quad (48)
$$

and the channel estimation mean square error (MSE) can be written as [47]

$$
V_m^2 = \frac{\sigma_z^2}{1 + \frac{\sigma_r^2}{\sigma_z^2} E_p}, \quad (49)
$$

$$
V_{m,k}^2 = \frac{\sigma_z^2}{1 + \frac{\sigma_r^2}{\sigma_z^2} E_p}, \quad (50)
$$

where $\hat{h}_m[n]$ and $\hat{h}_{m,k}[n]$ can be modeled as the complex Gaussian r.v.’s with distribution $CN(0, \sigma_r^2 - V_m^2)$ and $CN(0, \sigma_r^2 - V_{m,k}^2)$, respectively. It has been shown in [48] that the effect from the imperfect CSI is equivalent to decreasing the received SNR in decoding with perfect CSI. Specifically, the instantaneous received SNR at the $m$th antenna of the serving BS and $K$ neighboring BSs become

$$
\gamma_{e,m,s} = \frac{1}{1 + \epsilon_s} \gamma_{m,s}, \quad m \in \mathcal{M}, \quad (51)
$$

$$
\gamma_{e,m,k} = \frac{1}{1 + \epsilon_k} \gamma_{m,k}, \quad k \in \mathcal{K}, \quad m \in \mathcal{M} \quad (52)
$$

where $\epsilon_s = E_s V_e^2 / N_0$ and $\epsilon_k = E_k V_e^2 / N_0$. We can model $\gamma_{e,m,s}$ and $\gamma_{e,m,k}$ as exponentially distributed r.v.’s with mean $\lambda_s / (1 + \epsilon_s)$ and $\lambda_k / (1 + \epsilon_k)$, respectively, i.e., $\gamma_{e,m,s} \sim \mathcal{E}(1 + \epsilon_s) / \lambda_s$ and $\gamma_{e,m,k} \sim \mathcal{E}(1 + \epsilon_k) / \lambda_k$.

As such, we can model $\gamma_{e,s}$, which is the instantaneous received SNR at the serving BS after MRC, as a gamma distributed r.v. with mean $M \lambda_s / (1 + \epsilon_s)$, i.e., $\gamma_{e,s} \sim \Gamma(M, \lambda_s / (1 + \epsilon_s))$. Also, we can model $\gamma_{e,k}$, which is the instantaneous received SNR at the $k$th neighboring BS after MRC, as a gamma distributed r.v. with mean $M \lambda_k / (1 + \epsilon_k)$, i.e., $\gamma_{e,k} \sim \Gamma(M, \lambda_k / (1 + \epsilon_k))$. Thus, the serving BS receives the packet from the source terminal at an average PER given by

$$
\mathbb{E} \{ \text{PER}(\gamma_{e,s}) \} = 1 - \exp \left(-\frac{\gamma_{e,s}}{\lambda_s} \right) \sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\gamma_{e,s}}{\lambda_s} \right)^m \left[ 1 - \frac{1}{\left( 1 + \frac{\epsilon_s}{\tau + \epsilon_s} \right)^{M-m}} \right]. \quad (53)
$$

$$
\mathbb{E} \{ \text{PER}(\gamma_{e,k}) \} = 1 - \exp \left(-\frac{\gamma_{e,k}}{\lambda_k} \right) \sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\gamma_{e,k}}{\lambda_k} \right)^m \left[ 1 - \frac{1}{\left( 1 + \frac{\epsilon_k}{\tau + \epsilon_k} \right)^{M-m}} \right]. \quad (54)
$$

and the $k$th neighboring BS receives the packet from the source terminal at an average PER given by

$$
\mathbb{E} \{ \text{PER}(\gamma_{e,k}) \} = 1 - \exp \left(-\frac{\gamma_{e,k}}{\lambda_k} \right) \sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\gamma_{e,k}}{\lambda_k} \right)^m \left[ 1 - \frac{1}{\left( 1 + \frac{\epsilon_k}{\tau + \epsilon_k} \right)^{M-m}} \right] \quad (55)
$$

Using (54) and (55), we can derive the average PER of protocol II under imperfect CSI as follows:

$$
\text{PER}_{e}^{(II)} = \mathbb{E} \{ \text{PER}(\gamma_{e,s}, \gamma_{e,1}, \ldots, \gamma_{e,K}, \gamma_{b,1}, \ldots, \gamma_{b,K}) \}
$$

$$
= \mathbb{E} \{ \text{PER}(\gamma_{e,s}) \} \prod_{k=0}^{K} \mathbb{E} \{ \text{PER}(\gamma_{e,k}) \}
$$

$$
= \left( 1 - \exp \left(-\frac{\gamma_{e,s}}{\lambda_s} \right) \sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\gamma_{e,s}}{\lambda_s} \right)^m \right) \prod_{k=0}^{K} \left( 1 - \exp \left(-\frac{\gamma_{e,k}}{\lambda_k} \right) \sum_{m=0}^{M-1} \frac{1}{m!} \left( \frac{\gamma_{e,k}}{\lambda_k} \right)^m \right) \quad (56)
$$

6. Numerical Results

Throughout this section, the selected transmission scheme is uncoded BPSK, i.e., $\alpha = 67.7328$, $\varrho = 0.9819$, $\gamma = 4.2935$ [35]. First, we consider symmetric topology corresponding to the situation when the source terminal is located near the cell edge. In this case, the average received SNRs from the
source terminal at the serving BS $\lambda_s$ and at all the neighboring BSs $\lambda_k$ are equal, and the average received SNRs of the backhaul links $\lambda_{b,k}$ are equal for all $k$. For protocol IV, the rate $R_k$ of the backhaul link is set at $\log_2(1 + \gamma_{b,k})$. For convenience, we refer to the average received SNR from the source terminal at a BS as the main link SNR, and refer to the average received SNR of the backhaul link as the backhaul link SNR.

First, we verify the derived average PER expressions in Sect. 3 with Monte Carlo simulation results for $K = 2$ and $M = 2$ in Fig. 5. We consider $\lambda_{b,k} = 10\, \text{dB}$ and $20\, \text{dB}$ for all $k$ and vary $\lambda_s$. The instantaneous SNR of all links are randomized for each simulated realization. It can be seen that the analytical and simulation results match very well. Compared to the conventional ARQ protocol, we observe that all cooperative multicell ARQ protocols provide much lower average PER. Moreover, the performance gap between each cooperative multicell ARQ protocol reduces as the SNR of the backhaul link increases.

Next, we compare the effect of the number of neighboring BSs and the number of receiver antennas at each BS for $\lambda_s = 10\, \text{dB}$ in Figs. 6 and 7, respectively. In Fig. 6, we set $M = 2$ and compare the scenario when $K = 2$ and 5. It can be observed that there are crossing points between the cooperative multicell protocols. When the backhaul link is the performance bottleneck, protocol III outperforms the other two protocols. Yet, the chance that the backhaul link has lower quality than the main link is rare in practice. All three protocols start to converge to the same error floor as the SNR of the backhaul becomes large, but protocol II reaches the error floor at a rate much faster than the other two protocols. Although the backhaul links become more & more reliable, the main link still remains unreliable and becomes the bottleneck that leads to the error floor. In addition, the performances of all cooperative protocols improve as the number of neighboring BSs increases. Similar behavior can also be seen in Fig. 7 where the employment of multiple antennas at each BS improves the reliability significantly.

In Fig. 8, we consider the effect of imperfect CSI estimation at BSs as described in Sect. 4, by letting $\epsilon_k$ set at $\epsilon$ for every $k \in K$ and $\epsilon = 0.1, 0.4, 0.8$. It can be observed that imperfect CSI increases the error floor of protocol II, but hardly moves the waterfall regime. This is because the average PER is dominated by the error from the backhaul links before the waterfall. After the waterfall, the average PER is dominated by the error from the main links, which are affected from the imperfect CSI.

Figure 9 shows the effect of asymmetric network topology on the performance of the cooperative multicell ARQ protocols. Here, the asymmetry is introduced by setting the average SNR between the source terminal and each neighboring BS lower than that between the source terminal and the serving BS with a factor $\rho$, namely, $\gamma_k = \rho \gamma_s$ for any $k \in K$. The asymmetry does not change the performance behavior of the protocols but changes the error floor and the waterfall point. The error floor is higher and stronger backhaul links are required to make the average PER converge to
The effect of imperfect CSI on the decoding error for ODF is reflected by setting different \( \epsilon \).

Lastly, the average throughput of the cooperative multicell ARQ protocols are compared in Fig. 10 for \( \lambda_s = 10 \text{ dB} \), \( R = 1 \), \( b = 1 \), \( L = 1080 \), \( C = 32 \), and \( K = 1 \) or 2. It can be seen that protocol II has a higher throughput compared to other protocols, especially in the regime with good backhaul link. This is because the neighboring BSs in protocol II selectively retransmit the packet. When the backhaul link SNR is very high, protocols III and IV provide the same average throughput. From Fig. 6, we see that protocols III and IV have similar average PERs and since both protocols always employ all the backhaul transmissions, they will lead to the same average throughput. By increasing \( K = 1 \) to \( K = 2 \), we observe a decrease in the average throughput due to the presence of more backhaul transmissions. This is due to the fact that we have defined the average number of transmissions in (39) to include both wireless and backhaul transmissions.

7. Conclusion

In this paper, we proposed several cooperative multicell ARQ protocols via backhaul links to improve both reliability and throughput for uplink MIMO channels. We considered three types of multicell processing, namely, DF, AF, and CF. For each scheme, we derived the average PER and throughput. In addition, we studied the effect of imperfect CSI on DF. Numerical results showed that the proposed cooperative multicell ARQ protocols can significantly reduce the average PER compared to conventional ARQ protocol. The degree of improvement depends on the type of multicell processing, the operating average SNR, number of receiver antennas, and number of neighboring BSs. Among the proposed protocols, the protocol with DF processing is most promising in terms of average PER, throughput, and backhaul capacity requirement. However, the latency requirement on backhaul links for DF processing is more stringent compared to AF and CF processing. Therefore, a careful comparison of the backhaul link latency and capacity requirements for practical deployment is required for choosing the most appropriate multicell ARQ protocol. There are many revenues for future work. One possible extension is to consider the possibility of selective processing in both AF and CF cases in order to reduce the amount of backhaul traffic. Furthermore, this work only considers uplink channels and the extension of these cooperative multicell ARQ protocols for downlink channels may be interesting to explore.
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