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SUMMARY This paper proposes a new MIMO-OFDM precoding technique that aims to minimize a bit error rate (BER) upper bound of the maximum likelihood detection (MLD) in mobile radio communications. Using a steepest descent algorithm, the proposed method estimates linear precoding matrices that can minimize the upper bound of BER under power constraints. Since the upper bound is derived from all the pairwise error probabilities, this method can effectively optimize overall Euclidean distances between signals received by multiple antennas and their replicas. Computer simulations evaluate the BER performance and channel capacity of the proposed scheme for $2 \times 2$ and $4 \times 4$ MIMO-OFDM systems with BPSK, QPSK, and 16QAM. It is demonstrated that the proposed precoding technique is superior in terms of average BER to conventional precoding methods including a precoder which maximizes only the minimum Euclidean distance as the worst case.
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1. Introduction

The multiple-input multiple-output (MIMO) system has recently attracted much attention because it is one of the most promising techniques to realize high speed mobile communications. A major advantage of the MIMO system is to increase the channel capacity using multiple transmit and receive antennas [1], [2]. The channel capacity can be maximized by the linear precoding technique on the assumption that the channel state information (CSI) is available at the transmitter [2].

Some applications, however, attach importance to the bit error rate (BER) rather than the capacity gain. Therefore, there have been considerable number of researches on the minimum BER (MBER) precoding techniques [3]–[20]. The MBER precoding can be classified into two types: one assumes the linear detection whereas the other assumes the nonlinear detection. As one of the linear detection type, the precoder proposed in [3], [4] can minimize the symbol detection error rate of the minimum mean square error (MMSE) detector, and thus approximately achieves the minimum BER. A finite impulse response (FIR) precoder also nearly yields the minimum BER of an FIR filter-type receiver [5], [6]. Under a constraint that BER of the MMSE or zero-forcing (ZF) detectors should be less than a targeted value, a precoder can minimize the total transmit power [7].

These MBER precoders, however, are inefficient when a nonlinear receiver such as the maximum likelihood detector (MLD) is employed. For example, the precoder in [3], [4] orthogonalizes the transmitted signals using the singular value decomposition (SVD) of channel matrices. This orthogonalization cannot optimize Euclidean distances between received signals and their replicas, and thus cannot minimize BER of MLD, which highly depends on the overall Euclidean distances.

As the nonlinear detection type, some precoders aim to minimize BER of V-BLAST or QR decomposition based detectors [8], [9]. However, these precoders cannot minimize BER when MLD is employed. Another approach maximizes the minimum Euclidean distance when MLD is employed [10]–[12]. The precoder proposed in [10] maximizes a lower bound of the minimum distance by optimizing the smallest singular value of the equivalent channel matrix including the precoding matrix. The precoder in [11] approximately achieves such maximization, whereas one in [12] exactly does. Although these minimum distance-based precoders are simple to implement, they cannot achieve significant improvement in BER over the spatial multiplexing because they do not directly minimize BER bounds. In fact, their BER performance is found to be only slightly better than that of the maximum-SNR transmission scheme proposed in [13].

On the other hand, the MBER precoder for MLD that is robust to CSI imperfection at the transmitter has been proposed in [14]. Its cost function is derived from the pairwise error probability similar to the technique used in [15]. However, the precoding matrix is still assumed to have the same structure as that of the precoder for the linear detector. Thus its improvement in average BER over the spatial multiplexing is expected to be small. Note that other precoding schemes that optimize the transmission diversity can maximize the average SNR, and thus are out of the scope of the instantaneous precoding scenarios [16]–[20]. It is also noteworthy that the MBER precoding seems to be similar to the MBER beamforming in [21] but is different from this, because the latter obtains the optimum weight vector of the diversity combining at the receiver under MBER.

This paper proposes a new MIMO-OFDM precoding method that minimizes BER of MLD. To optimize the Euclidean distance effectively, the proposed method controls the precoding matrices by minimizing an upper bound of
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BER based on the pairwise error. The rest of the paper is organized as follows. In Sect. 2, a MIMO-OFDM system employing the precoder is described. The proposed MBER precoding is derived in Sect. 3. In Sect. 4, the performances of the proposed and conventional precoding schemes are evaluated by computer simulations. Finally, the conclusion remarks are given in Sect. 5.

2. System Model

2.1 Transmitter

Consider a MIMO-OFDM system with \( N_T \) transmit and \( N_R \) receive antennas shown in Fig. 1. Let \( N \) and \( M \) denote the total number of subcarriers and the number of data streams to be transmitted by each subcarrier, respectively. It is assumed that \( M \leq \min\{N_T, N_R\} \).

Figure 1(a) shows a block diagram of the transmitter. The information bits are divided into \( N \) groups of \( M \) bit streams and passed into the modulators. Then the \( N_T \)-by-
\( M \) precoder matrix transforms \( M \) modulated signals into \( N_T \) transmitted signals for each subcarrier. Finally, \( N \) groups of \( N_T \) transmitted signals are separated and passed into the corresponding IFFT and Guard Interval (GI) insertion processors. The input signal of the IFFT processor corresponding to the \( k \)-th (\( 1 \leq k \leq N_T \)) transmit antenna, the \( n \)-th (\( 0 \leq n \leq N - 1 \)) subcarrier, and the \( i \)-th symbol, is denoted by \( s_k(n,i) \) and is expressed as

\[
s_k(n,i) = \sum_{m=1}^{M} F_{km}(n)b_m(n,i),
\]

where \( F_{km}(n) \) is the \((k,m)\)-th element of the \( n \)-th subcarrier precoding matrix and \( b_m(n,i) \) is the modulation signal of the \( m \)-th \((1 \leq m \leq M)\) data stream at the \( n \)-th subcarrier in the \( i \)-th symbol. \( b_m(n,i) \) is assumed to have the following property:

\[
\langle b_m^*(n_1,i) b_{m_2}(n_2,i_2) \rangle = \delta_{m_1,m_2}\delta_{n_1,n_2}\delta_{i_1,i_2},
\]

where \( \langle \cdot \rangle \) and \( * \) denote the ensemble average and complex conjugation, respectively. \( \delta_{ij} \) is the Kronecker delta.

For vector notation, an \( N_T \)-by-1 transmitted signal vector \( s(n,i) \), an \( N_T \)-by-\( M \) precoding matrix \( \mathbf{F}(n) \), and an \( M \)-by-1 modulation signal vector \( \mathbf{b}(n,i) \) are defined as

\[
\mathbf{s}(n,i) = [s_1(n,i) \ldots s_M(n,i)],
\]

\[
(\mathbf{F}(n))_{km} = F_{km}(n),
\]

\[
\mathbf{b}(n,i) = [b_1(n,i) \ldots b_M(n,i)],
\]

where the superscript \( \mathsf{H} \) denotes Hermitian transposition. Then, the transmitted signal of (1) can be rewritten as

\[
s(n,i) = \mathbf{F}(n)\mathbf{b}(n,i).
\]

2.2 Receiver

The receiver uses the \( N_R \) antennas to receive signals as shown in Fig. 1(b). On the assumption that the channel frequency response remains constant during one OFDM symbol and that the maximum delay time of propagation paths does not exceed the GI duration, the FFT output of the signal received by the \( l \)-th (\( 1 \leq l \leq N_R \)) receive antenna at the \( n \)-th subcarrier in the \( i \)-th symbol is denoted by \( y_l(n,i) \), and is given by

\[
y_l(n,i) = \sum_{k=1}^{N_T} H_{lk}(n)s_k(n,i) + z_l(n,i),
\]

where \( H_{lk}(n) \) represents the channel frequency response at the \( n \)-th subcarrier between the \( k \)-th transmit and the \( l \)-th receive antennas, and \( z_l(n,i) \) is an FFT output of the additive white Gaussian noise (AWGN) with zero mean. The autocorrelation of \( z_l(n,i) \) is given by

\[
\langle z_l^*(n_1,i)z_l(n_2,i_2) \rangle = \sigma_N^2\delta_{n_1,n_2}\delta_{i_1,i_2},
\]

where \( \sigma_N^2 \) is the average power of \( z_l(n,i) \). Substituting (1) into (7) yields

\[
y_l(n,i) = \sum_{k=1}^{N_T} H_{lk}(n)\sum_{m=1}^{M} F_{km}(n)b_m(n,i) + z_l(n,i).
\]

For vector notation, an \( N_R \)-by-1 received signal vector \( \mathbf{y}(n,i) \), an \( N_R \)-by-\( N_T \) channel frequency response matrix \( \mathbf{H}(n) \), and an \( N_R \)-by-1 noise vector \( \mathbf{z}(n,i) \) are defined as

\[
\mathbf{y}(n,i) = [y_1(n,i) \ldots y_{N_R}(n,i)],
\]

\[
(\mathbf{H}(n))_{lk} = H_{lk}(n),
\]

\[
\mathbf{z}(n,i) = [z_1(n,i) \ldots z_{N_R}(n,i)].
\]
Using these vectors and matrix, the received signals of (9) can be rewritten in a vector form as
\[ y(n, i) = \mathbf{H}(n)\mathbf{F}(n)\mathbf{b}(n, i) + \mathbf{z}(n, i). \] (13)

The receiver employs MLD for signal detection. Therefore, the estimate of \( \mathbf{b}(n, i) \) is given by
\[ \hat{\mathbf{b}}(n, i) = \arg \min_{\mathbf{b}(n, i)} \| y(n, i) - \mathbf{H}(n)\mathbf{F}(n)\mathbf{b}(n, i) \|^2, \] (14)

where \( \hat{\mathbf{b}}(n, i) \) denotes the estimate of \( \mathbf{b}(n, i) \), \( \hat{\mathbf{b}}(n, i) \) represents a candidate of \( \mathbf{b}(n, i) \), and \( \mathbf{H}(n) \) and \( \mathbf{F}(n) \) are the estimates of the channel frequency response matrix and the precoding matrix, respectively. \( \| \| \) denotes the vector norm. This paper assumes that \( \mathbf{H}(n) \) and \( \mathbf{F}(n) \) are perfectly known to the receiver, thus \( \hat{\mathbf{H}}(n) = \mathbf{H}(n) \) and \( \hat{\mathbf{F}}(n) = \mathbf{F}(n) \).

3. MBER Criterion Precoding

3.1 Derivation of Pairwise Error Probability

Suppose that \( \mathbf{b}(n, i) \) is transmitted and that \( \mathbf{c}(n, i) \) is a candidate different from \( \mathbf{b}(n, i) \). The detector performs erroneous detection and determines that \( \mathbf{c}(n, i) \) rather than \( \mathbf{b}(n, i) \) is transmitted if the following inequality holds:
\[ \| y(n, i) - \mathbf{H}(n)\mathbf{F}(n)\mathbf{b}(n, i) \|^2 > \| y(n, i) - \mathbf{H}(n)\mathbf{F}(n)\mathbf{c}(n, i) \|^2. \] (15)

Substituting (13) into (15) results in
\[ \| \mathbf{H}(n)\mathbf{F}(n) [\mathbf{b}(n, i) - \mathbf{c}(n, i)] \|^2 + 2\Re \left\{ \mathbf{z}^H(n, i)\mathbf{H}(n)\mathbf{F}(n) [\mathbf{b}(n, i) - \mathbf{c}(n, i)] \right\} < 0 \] (16)

For simplicity, scalars \( \zeta \) and \( \eta \) are defined as
\[ \zeta = \| \mathbf{H}(n)\mathbf{F}(n) [\mathbf{b}(n, i) - \mathbf{c}(n, i)] \|^2, \] (17)
\[ \eta = \mathbf{z}^H(n, i)\mathbf{H}(n)\mathbf{F}(n) [\mathbf{b}(n, i) - \mathbf{c}(n, i)]. \] (18)

Therefore, (16) can be rewritten as
\[ 2\Re \{ \eta \} < -\zeta. \] (19)

Since \( \eta \) is a linear combination of \( \zeta^*(n, i) \), \( \eta \) is a complex Gaussian random variable with zero mean and variance \( \sigma^2_{\eta} \) that is given by
\[ \sigma^2_{\eta} = \sigma^2_{\zeta} \zeta. \] (20)

Let \( \hat{\mathbf{b}} = \{ \mathbf{b}_m(n, i) \mid 1 \leq m \leq M \} \) and \( \mathcal{H} = \{ \mathbf{H}_{lk}(n) \mid 1 \leq l \leq L, 1 \leq k \leq N_T \} \). \( \hat{\mathbf{c}} \) is defined in the same way as \( \hat{\mathbf{b}} \). From (19) and (20), the pairwise error probability that \( \hat{\mathbf{c}} \) rather than \( \hat{\mathbf{b}} \) is detected, given the channel frequency response \( \mathcal{H} \), is derived as
\[ P(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c}} | \mathcal{H}) = P(2\Re \{ \eta \} < -\zeta | \mathcal{H}) \]
\[ = \frac{1}{\sqrt{4\pi\sigma^2_{\eta}}} \int_{-\infty}^{\zeta} e^{-x^2/4\sigma^2_{\eta}} dx = \frac{1}{2} \text{erfc} \sqrt{\gamma(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c}})}, \] (21)

where \( \text{erfc}(x) \) denotes the complementary error function and \( \gamma(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c}}) \) is defined as
\[ \gamma(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c}}) = \frac{\zeta}{4\sigma^2_{\eta}}. \] (22)

Applying the Chernoff bound to (21) yields an upper bound of this pairwise error probability as
\[ P(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c}} | \mathcal{H}) \leq \exp[-\gamma(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c}})]. \] (23)

3.2 Transmit Power Constraints

The total average transmit power \( P_0 \) is given by
\[ P_0 = \sum_{n=0}^{N-1} \text{tr} \left( \{ \mathbf{s}(n,i)\mathbf{s}^H(n,i) \} \right) = \sum_{n=0}^{N-1} \text{tr} \left( \mathbf{F}(n)\mathbf{F}^H(n) \right), \] (24)

where \( \text{tr} \{ \} \) denotes the trace and the derivation used (2). \( \mathbf{F}(n) \) should satisfy (24) under a constraint that \( P_0 \) is constant. In addition, when each transmit amplifier limits the power of its input signal, the following constraint of equal transmit power for each antenna is imposed:
\[ \sum_{n=0}^{N-1} \{ \mathbf{F}(n)\mathbf{F}^H(n) \}_{kk} = P_0/N_T \quad \text{for } 1 \leq k \leq N_T. \] (25)

3.3 Criterion and Steepest Descent Algorithm

From the pairwise error probability of (21), an upper bound on the bit error rate can be obtained as
\[ P_e \leq \sum_n \frac{1}{N} \sum_b P(\hat{\mathbf{b}}) \sum_{\hat{\mathbf{c}} \neq b} N_c(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c}}) P(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c}} | \mathcal{H}), \] (26)

where the summations take place over all the subcarriers, modulation signals, and erroneous signals. \( N_c(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c}}) \) denotes the number of error bits when the detected signal is not \( \hat{\mathbf{b}} \) but \( \hat{\mathbf{c}} \). \( N_b \) is the total number of transmitted bits in \( \hat{\mathbf{b}} \), and \( P(\hat{\mathbf{b}}) \) is the probability that \( \hat{\mathbf{b}} \) is transmitted.

Note that the minimum distance-based precoder in [12] takes only reduced summation over a subset of \( \hat{\mathbf{c}} \) that gives the smallest Euclidean distance. Therefore, it can only minimize a much looser bound of BER than the bound of (26).

On the assumption that BER at each subcarrier is statistically independent of each other and that every symbol is equally probable, the bound on the bit error rate for the \( n \)-th subcarrier in (26) can be simplified as
\[ P_e \leq \sum_n P_e(n), \] (27)
\[ P_e(n) = \frac{P(\hat{\mathbf{b}})}{2N_bN} \sum_b \sum_{\hat{\mathbf{c}} \neq b} N_c(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c}}) \text{erfc} \sqrt{\gamma(\hat{\mathbf{b}} \rightarrow \hat{\mathbf{c})}}, \] (28)

where (21) was used and \( P(\hat{\mathbf{b}}) \) is constant irrespectively of \( \hat{\mathbf{b}} \). From (28), the minimum BER (MBER) precoding matrix.
can be obtained by solving the following set of nonlinear equations:

\[ F(n) = \arg \min_{F(n)} P_{e}(n), \quad 0 \leq n \leq N - 1, \]  

(29)

under the power constraints of (24) or (25). Here, \( \hat{F}(n) \) is a precoding matrix candidate of \( F(n) \). Since the direct solution to (29) is rather complicated, this paper applies the gradient based method, namely the steepest descent algorithm.

The cost function for the steepest descent algorithm is obtained from (28) and is defined as

\[ J_{c}(F(n)) = \sum_{b, \tilde{c} \neq b} N_{e}(\tilde{b} \rightarrow \tilde{c}) \text{erfc} \sqrt{\gamma(\tilde{b} \rightarrow \tilde{c})}. \]

(30)

The conjugate derivative of (30) with respect to \( F(n) \) is given by

\[
\frac{\partial J_{c}(F(n))}{\partial F(n)} = \frac{H^{H}(n)H(n)F(n)}{4 \sqrt{\pi} \sigma_{N}^{2}} \\
\times \sum_{b, \tilde{c} \neq b} N_{e}(\tilde{b} \rightarrow \tilde{c})A(\tilde{b} \rightarrow \tilde{c}) \\
\times [\gamma(\tilde{b} \rightarrow \tilde{c})]^{-1/2} \exp[-\gamma(\tilde{b} \rightarrow \tilde{c})],
\]

(31)

where the \( M \)-by-\( M \) matrix \( A(\tilde{b} \rightarrow \tilde{c}) \) is defined as

\[
A(\tilde{b} \rightarrow \tilde{c}) = [b(n, i) - c(n, i)] \\
\times [b(n, i) - c(n, i)]^{T}.
\]

(32)

The derivation of (31) is given in Appendix A. Thus, the steepest descent algorithm for obtaining the MBER precoding matrix is formulated as follows.

1. Calculate a new precoding matrix using the following update equation:

\[
\tilde{F}^{(q)}(n) = F^{(q-1)}(n) - \mu \left. \frac{\partial J_{c}(F(n))}{\partial F(n)} \right|_{F^{(q-1)}(n)}
\]

for \( 0 \leq q \leq N - 1 \),

(33)

where \( q \) denotes an iteration index, \( F^{(q)}(n) \) is the \( q \)-th guess of \( F(n) \), and \( \mu \) is a positive value that affects the convergence of the algorithm.

2. Normalize the newly computed precoding matrix so that the power constraint of (24) can be satisfied

\[
\alpha = \sum_{n=0}^{N-1} \text{tr} \left( \tilde{F}^{(q)}(n) \tilde{F}^{(q)H}(n) \right) / P_{0},
\]

(34)

\[
F^{(q)}(n) = \alpha^{-1/2} \tilde{F}^{(q)}(n).
\]

(35)

When the constraint of (25) is imposed instead of (24), the normalization is modified as

\[
f^{(q)}_{k}(n) = \left[ f^{(q)}_{k1}(n) \ldots f^{(q)}_{kM}(n) \right],
\]

(36)

\[
\tilde{f}^{(q)}_{k}(n) = \left[ f^{(q)}_{k1}(n) \ldots f^{(q)}_{kM}(n) \right],
\]

(37)

\[
\alpha = \sum_{n=1}^{N} \left( \tilde{f}^{(q)}(n) \tilde{f}^{(q)H}(n) \right)_{kk} / (P_{0}/N_{T}),
\]

(38)

\[
f^{(q)}_{k}(n) = \alpha^{-1/2} \tilde{f}^{(q)}_{k}(n)
\]

(39)

for \( 1 \leq k \leq N_{T} \).

3. Repeat step 1 and 2 until the number of iterations exceeds a predetermined number or \( \partial J_{c}(F(n)) / \partial F(n) \) becomes nearly equal to zero.

Note that the conventional MBER precoder in [14] assumes that its precoding matrix structure is similar to that of the linear receiver and can be expressed as \( F(n) = V(n)\Phi(n)T \), where \( V(n) \) is an \( N_{T} \)-by-\( M \) right singular vector matrix of \( H(n) \), \( \Phi(n) \) is an \( M \)-by-\( M \) positive-valued diagonal matrix, and \( T \) is an \( M \)-by-\( M \) DFT matrix. The steepest descent algorithm in [14] controls only \( \Phi(n) \) rather than \( F(n) \).

On the other hand, the steepest descent algorithm for the Chernoff bound of (23) can also be derived. Similarly, the cost function is defined as

\[ J_{c}(F(n)) = \sum_{b, \tilde{c} \neq b} N_{e}(\tilde{b} \rightarrow \tilde{c}) \exp[-\gamma(\tilde{b} \rightarrow \tilde{c})]. \]

(40)

The conjugate derivative of (40) is given by

\[
\frac{\partial J_{c}(F(n))}{\partial F(n)} = \frac{H^{H}(n)H(n)F(n)}{4 \sqrt{\pi} \sigma_{N}^{2}} \\
\times \sum_{b, \tilde{c} \neq b} N_{e}(\tilde{b} \rightarrow \tilde{c})A(\tilde{b} \rightarrow \tilde{c}) \\
\times \exp[-\gamma(\tilde{b} \rightarrow \tilde{c})].
\]

(41)

The rest of the algorithm follows the same steps as those of the complementary error function.

The initial value \( F^{(0)}(n) \) of the precoding matrix is set to an equally weighted diagonal matrix, which initially results in equal power distribution among transmit antennas. Moreover, the step size parameter \( \mu \) decreases linearly with \( q \) in order to obtain a good convergence characteristic [22]. The verifications of the initialization and the step size adaptation will be given in the simulation result section.

Note that this paper considers only uncoded systems. However, the proposed precoder is also applicable to coded systems and is expected to improve BER of a receiver employing the turbo equalization. The turbo equalization process is briefly described in Appendix B and its theoretical framework can be found in [23]. Since the proposed precoder minimizes the detection error probability of the signal detector, its output becomes more reliable. Then, such highly reliable output is further used for decoding, and thus the average BER of the overall system is expected to improve.
3.4 Complexity of Optimization Process

The steepest descent algorithm calculates the conjugate derivative of (31) or (41) for each subcarrier at every iteration. Much of the complexity arises from the calculation of $\gamma(\tilde{b} \rightarrow \tilde{c})$, which involves many complex matrix operations. Therefore, the complexity can be evaluated in terms of the number of modulation constellation points, and let $\tilde{b}$ and $\tilde{c}$ be the number of modulation constellation points, and let $N_c$ denote the number of $\gamma(\tilde{b} \rightarrow \tilde{c})$ required for each subcarrier per iteration. Let $N_c$ be the number of modulation constellation points, and let $N_c$ denote the number of $\gamma(\tilde{b} \rightarrow \tilde{c})$ required for each subcarrier per iteration, which is equal to the number of the summation over $\tilde{b}$ and $\tilde{c}$ and is given by

$$N_c = S^M(S^M - 1).$$

(42)

The total number of $\gamma(\tilde{b} \rightarrow \tilde{c})$ required for each subcarrier is given by

$$N_{yc} = N_cN_y = N_cS^M(S^M - 1).$$

(43)

where $N_c$ denotes the minimum iteration number to guarantee sufficient convergence.

Table 1 shows $N_y$ for BPSK, QPSK, and 16QAM with $M$ equal to two and four. Table 2 shows $N_{yc}$, where values of $N_c$ were determined by a preparatory computer simulation that employed the most suitable value of $\mu$ when the maximum number of iterations was set to 1,000. State-of-the-art PCs require excessive computational time for the performance evaluation when $N_y$ is larger than $10^7$.

4. Simulation Results

4.1 Simulation Conditions

Computer simulations were conducted to verify the performance of the proposed precoding method. Simulation parameters are summarized in Table 3. The OFDM packet format follows the IEEE 802.11a standard [24]. It was assumed that the ideal CSI is available at both the transmitter and receiver. The receiver uses MLD for the signal detection. As initial values of $[F(n)|0 \leq n \leq N - 1]$, those of the unweighted MMSE precoding [3] and the equally weighted diagonal matrix were investigated. The average BER bound was evaluated from (26), and the cost functions of (30) and (40) are indicated by $J_c$ and $J_e$, respectively. Note that SNR and $E_b/N_0$ in the following graphs are those per receive antenna of the spatial multiplexing which does not perform any precoding.

The main part of the simulation in Sects. 4.2–4.4 clarifies various performances of the conventional and proposed MBER precoders with a $2 \times 2$ MIMO-OFDM system, $M = 2$, and QPSK modulation. Sect. 4.5 shows the performance in more complicated systems; $M = 4$ or 16QAM as indicated in the parentheses of Table 3. Since the $N_{yc} > 10^7$ case requires excessive simulation time, Table 2 explains the reason for the limited demonstration of only $M = 4$ with BPSK and $M = 2$ with 16QAM. Nevertheless, the results will give insights to the $M > 4$ case with higher modulation order.

4.2 Convergence Characteristics

4.2.1 Step Size

Figure 2 shows the effect of the step size on the average BER bound, where the total power constraint of (24) and the equal transmit power constraint of (25) are imposed on (a) and (b), respectively. Average $E_b/N_0 = 12$ dB, and the maximum number of iterations of the steepest descent algorithm was set to 1,000. With both the constraints, the equal power initialization is superior in the average BER bound to the MMSE precoding initialization. The performance of the equal power initialization with the equal transmit power constraint is almost the same as that with the total power constraint. On the other hand, the MMSE precoding initialization with the equal transmit power constraint can bring about a slight improvement over that with the total power constraint, when the step size is nearly equal to $10^{-3}$.

4.2.2 Iteration Number

Figure 3(a) shows convergence characteristics of several variations of the steepest descent algorithm with the total power constraint. Two schemes of step size adaptation are
applied. One is the fixed step size scheme, which fixes $\mu$ to $1.0 \times 10^{-3}$ throughout the gradient method iteration. The other is the variable step size scheme, which reduces the value of $\mu$ from $1.0 \times 10^{-1}$ to $1.0 \times 10^{-3}$ linearly with the iteration. It can be seen that the gradient method using the equal power initialization outperforms that using the MMSE precoding initialization when the step size is fixed to $1.0 \times 10^{-3}$. In addition, the variable step size scheme outperforms the fixed step size scheme for all the initialization methods. Furthermore, the gradient method employing $J_c$ with the equal power initialization and the variable step size scheme shows the best convergence characteristic. It should be noted that $J_c$ outperforms $J_e$ because the term $[\gamma(b \rightarrow c)]^{-1/2}$ in (31) makes the gradient of $J_c$ smaller than that of $J_e$ of (41) at high SNRs, and then makes the convergence rate of $J_c$ slower than that of $J_e$.

Figure 3(b) shows the convergence characteristics with the equal transmit power constraint. It can be seen from Figs. 3(a) and (b) that the algorithm using the MMSE precoding initialization with the equal transmit power constraint outperforms that with the total power constraint. However, there is no significant difference in the BER bound of the equally weighted diagonal matrix initialization between the two constraints. Thus, it can be inferred that the equal power initialization converges to the same local minimum regardless of the constraint. Moreover, it can be seen that the average BER bound converges sufficiently at 400 iterations in the case of $J_c$ with the equal power initialization and the variable step size.

4.3 Average BER Performance

Figure 4 shows average BER performances of the following MIMO-OFDM transmission schemes: the spatial multiplexing, the waterfilling precoding, the unweighted MMSE precoding, the minimum distance-based precoding, the conventional MBER precoding, and the proposed MBER precod-
Note that the spatial multiplexing does not perform precoding and distributes the power among transmit antennas uniformly. The waterfilling precoder maximizes the channel capacity, while the unweighted MMSE one minimizes BER of the MMSE detector [3]. On the other hand, the minimum distance-based precoder maximizes only the minimum Euclidean distance [12]. The conventional MBER precoding proposed in [14] assumes that its precoding matrix has a structure similar to the solution of the weighted MMSE precoder, and it employs the steepest descent algorithm to optimize the precoding matrix. The proposed MBER precoder uses $J_c$ as its cost function with both the equal power initialization and the variable step size. The average BER performances of the conventional and proposed MBER precoders were evaluated at 100 and 1,000 iterations to show intermediate and sufficient convergence, respectively, and their convergence characteristics are shown in Fig. 5. All schemes adopted the total power constraint.

It can be seen that although the unweighted MMSE precoding can achieve a large improvement over the waterfilling scheme, it is still inferior to the spatial multiplexing. The minimum distance-based and conventional MBER precoding schemes gain a slight improvement over the spatial multiplexing with high SNR. The performance gain of the conventional MBER precoder in average $E_b/N_0$ is about 1 dB when the number of iterations increases from 100 to 1,000. The proposed MBER precoder produces an improvement of about 7 dB in the average $E_b/N_0$ at BER = $10^{-3}$ over the spatial multiplexing, when the maximum number of iterations is 100. When the maximum number of iterations increases from 100 to 1,000, an additional $E_b/N_0$ improvement of 0.5 dB can be obtained at BER = $10^{-3}$. Note that this paper aims to compare the conventional and proposed schemes when their precoding matrices are nearly equal to the optimum values. Therefore, the following simulations set the maximum iteration to 1,000 for both the schemes. Evidently from Fig. 4, the proposed scheme achieves about 6 dB gain of $E_b/N_0$ over the conventional one at BER = $10^{-3}$.

4.4 Effects of MBER Precoding

4.4.1 BER Bound Distribution and Received Signal Replica Constellation

Figure 6 shows the BER bound distribution among subcarriers of some MIMO-OFDM transmission schemes over a specific channel. Only the minimum distance-based, the conventional, and the proposed MBER precoders were evaluated because they are based on the similar criteria involving the Euclidean distance and the probability of error. Note that the BER bound of each subcarrier was calculated from (28) at $E_b/N_0 = 12$ dB, and that of the spatial multiplexing was chosen as a reference and rearranged in descending or-
Fig. 7  Signal constellations — case 1: Spatial multiplexing, case 2: Minimum distance-based precoding, case 3: Conventional MBER precoding, and case 4: proposed MBER precoding.

Fig. 8  Outage probability of various MIMO-OFDM systems.

Fig. 7 shows received signal replicas at one of the receive antennas, where (a) and (b) correspond to the high BER constellations and the low BER constellations, respectively. Note that the high and low BER constellations indicate subcarriers which yield the maximum and minimum BER bounds of the spatial multiplexing system, respectively. With the high BER constellation, the received signal replicas originally have a very small minimum Euclidean distance as shown in Fig. 7(a)-case 1. A slight improvement of the minimum Euclidean distance can be obtained by the minimum distance-based and conventional MBER precoders as shown in Figs. 7(a)-case 2 and case 3, respectively. On the other hand, the proposed MBER precoder can achieve the most desirable constellation as shown in Fig. 7(a)-case 4.

Figure 7(b)-case 1 shows the low BER constellation of the spatial multiplexing. The minimum distance-based precoder tends to improve the minimum Euclidean distance further as shown in Fig. 7(b)-case 2. On the other hand, the conventional and proposed MBER precoders tend to reduce the size of the constellations as shown in Figs. 7(b)-case 3 and case 4, respectively. The reason is as follows. Transmit powers of subcarriers under good channel conditions can be reduced, because such subcarriers can maintain sufficient BER even with reduced powers and the residual powers are distributed to subcarriers under bad channel conditions so that they can improve BER performance. Figures 7(a)-case 4 and 7(b)-case 4 confirm this explanation.

4.4.2 Outage Probability

Figure 8 shows the outage probability (CDF) versus the instantaneous capacity of each MIMO-OFDM transmission scheme with SNR = 15 dB. The instantaneous capacity can be expressed as [1]

$$ C = \frac{1}{N} \sum_{n=0}^{N-1} \log_2 \det \left[ I + \frac{H(n)F(n)F^H(n)H^H(n)}{\sigma_n^2} \right] \] $$

[bits/s/Hz],

(44)

where I is the $N_R$-by-$N_R$ identity matrix. Evidently, the waterfilling and the spatial multiplexing outperform the proposed MBER precoding because they can maximize the capacity when CSI is available and unavailable at the transmitter, respectively [2]. Note that the proposed method
aims to minimize BER of a fixed modulation scheme unlike the waterfilling that presumes the adaptive modulation. Surprisingly, the minimum distance-based precoder has the performance close to that of the waterfilling at low outage probability. This is because the minimum distance-based precoder has two modes and can avoid signal transmission over relatively bad channels by adjusting transmit powers, in the same way as the waterfilling [12]. On the other hand, the proposed MBER precoder is superior to the unweighted MMSE and the conventional scheme in the outage capacity at low cumulative probability. The reason is that the proposed precoder can achieve lower average BER, which improves the channel capacity more than the unweighted MMSE and the conventional MBER precoder.

4.5 Extended Applications of MBER

4.5.1 4 × 4 MIMO-OFDM with BPSK

Figure 9 shows (a) the convergence characteristics and (b) the average BER performances of the 2×2 and 4×4 MIMO-OFDM systems with BPSK modulation. Note that the equal power precoding matrix initialization with the fixed step size were employed. The number of independent data streams, \( M \), was set to 2 and 4 for the 2×2 and 4×4 systems, respectively. The maximum number of iterations was 1,000.

The convergence properties in Fig. 9(a) show that the total transmit power constraint provides slightly better convergence characteristic than the equal transmit power constraint when the number of transmit-receive antenna increases. This is because the strictness of the equal transmit power constraint that prohibits the transfer of transmit power between antennas becomes more influential when the number of transmit antennas increases. It is also noteworthy that while the 2×2 system saturates with iteration number greater than 800, the 4×4 system does not exhibit such behavior. This implies that with a large number of transmit antennas, more iterations are required for the steepest descent algorithm to sufficiently converge. For mitigating this problem, other numerical algorithms can be applied to accelerate convergence or the correlation between adjacent subcarrier channels can be exploited to reduce the number of precoding matrices to be obtained.

The BER performances of the 2×2 and 4×4 systems are shown in Fig. 9(b). It can be seen that the proposed precoding method can improve BER of both the 2×2 and 4×4 MIMO systems. However, the improvement in \( E_b/N_0 \) of the 4×4 system is less than that of the 2×2 system. This is because a larger number of independent data streams in the 4×4 system leads to a more densely packed signal constellation, which limits the ability to manipulate the Euclidean distance of the precoder.

4.5.2 16QAM for 2×2 MIMO-OFDM

Figure 10 shows (a) the convergence characteristic and (b) the average BER performance of the 2×2 MIMO-OFDM system with 16QAM modulation. Figure 10(a) shows that the steepest descent algorithm sufficiently converges at the iteration number greater than 100. Therefore, the average BER evaluation in Fig. 10(b) set the maximum number of iterations to 100. It is found that the proposed MBER precoder can provide an improvement of about 5 dB in the average \( E_b/N_0 \) over the spatial multiplexing at BER = 10^{-3}. Note that this improvement is less than the QPSK modulation because the constellation of 16QAM is more complex and makes it more difficult to optimize the Euclidean distances.
5. Conclusions

This paper has proposed a minimum BER (MBER) precoder for a MIMO-OFDM system employing MLD. The proposed method controls the precoding matrices so that they can minimize an upper bound of BER derived from the pairwise error under two power constraints; the total power and equal transmit power constraints. The gradient algorithm is applied to this optimization problem.

Computer simulations demonstrated that the proposed precoding method for the QPSK modulation is much superior to the MMSE, the minimum distance-based, and the conventional MBER precoders in BER performance. Other aspects of the precoding were also investigated such as the distribution of BER among subcarriers, the signal constellations, and the outage probability. Finally, the simulation with a higher modulation scheme such as 16QAM clarified that the proposed MBER precoder can improve the average BER similarly.
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Appendix A: Conjugate Derivative of $J_e(F(n))$

From (30), the conjugate derivative of $J_e(F(n))$ can be written as

$$
\frac{\partial J_e(F(n))}{\partial F^n(n)_{km}} = \sum \sum N_{i}(\hat{b} \rightarrow \hat{c}) \frac{\partial}{\partial F^n_{km}(n)} \text{erfc} \sqrt{\gamma(\hat{b} \rightarrow \hat{c})}.
$$

(A-1)

Since the complementary error function is defined as

$$\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^\infty e^{-t^2} \, dt,$$

(A-2)

the conjugate derivative in (A-1) becomes

$$
\frac{\partial}{\partial F^n_{km}(n)} \text{erfc} \sqrt{\gamma(\hat{b} \rightarrow \hat{c})} = -\frac{1}{\sqrt{\pi}} \left\{ \exp(-\gamma(\hat{b} \rightarrow \hat{c})) \right\}
\times [\gamma(\hat{b} \rightarrow \hat{c})]^{-1/2} \frac{\partial}{\partial F^n_{km}(n)} \gamma(\hat{b} \rightarrow \hat{c})
\times \text{tr} \{H(n)F(n)A(\hat{b} \rightarrow \hat{c})\}
\times F^{H(n)}H^{H(n)}(n),
$$

(A-3)

where the definitions of (17), (22), and (32) were used. The conjugate derivative in (A-3) can be rewritten as

$$
\frac{\partial}{\partial F^n_{km}(n)} \text{tr} \{H(n)F(n)A(\hat{b} \rightarrow \hat{c})F^{H(n)}H^{H(n)}(n)\}
= \sum \sum N_{i}(\hat{b} \rightarrow \hat{c}) \frac{\partial}{\partial F^n_{km}(n)} \text{tr} \{H^{H(n)}(n)H(n)F(n)A(\hat{b} \rightarrow \hat{c})\}
\times \text{tr} \{F^{H(n)}H^{H(n)}(n)\}
\times \text{tr} \{F^{H(n)}H^{H(n)}(n)\},
$$

(A-4)

Substituting (A-3) and (A-4) into (A-1) yields

Appendix B: Turbo Equalization

Figure A-1 shows a block diagram of the MIMO-OFDM receiver employing the turbo equalizer. The turbo equalizer iterates signal detection and channel decoding by exchanging log likelihood ratio (LLR) of coded bits denoted by $\lambda_1$ and $\lambda_2$, respectively. Since the proposed method can improve the BER performance of the signal detector such as MLD, $\lambda_1$ becomes more reliable. Using more accurate $\lambda_1$, the channel decoder performs the decoding and can provide more accurate LLR $\lambda_2$. Thus, the proposed method is expected to improve the BER performance of the turbo equalization.
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