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SUMMARY This article presents a universal and versatile model of multiservice overflow systems based on Hayward’s concept. The model can be used to analyze modern telecommunications and computer networks, mobile networks in particular. The advantage of the proposed approach lies in its ability to analyze overflow systems with elastic and adaptive traffic, systems with distributed resources and systems with non-full-availability in primary and secondary resources.
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1. Introduction

Traffic overflow is one of the best known and at the same time one of the oldest traffic distribution control mechanisms in networks. This mechanism is activated when the resources designated to service a given call stream (the so-called primary resources–PR) are fully occupied and admission of a new call is blocked. When this is the case, this call can be redirected to other, alternative, resources (the so-called secondary resources–SR) that are capable of servicing the call.

The application of the traffic overflow mechanism in telecommunications networks became possible after the introduction of crossbar switching networks [1] to hierarchical telephone networks in the 1950s. The traffic overflow mechanism has also been widely used in packet networks [2]–[4] to optimize traffic distribution by way of equalizing the load of individual connection paths [5]. The traffic overflow mechanism has also found application in IT systems, initially to help organize files [6], and then, in recent years, to increase the efficiency of data centers and cloud solutions [7]. With the case of data centers, the two basic premises for the application of traffic overflow are: equalizing loads [8], [9] and energy consumption limitations [10], [11]. In optical networks, the traffic overflow mechanism is one of the key mechanisms, considered as early as the dimensioning stage for these networks (e.g. in Optical Burst Switching Networks) [12], [13]. Traffic overflow is also widely used in access networks, primarily in mobile wireless networks, [14]. The main reason behind its introduction is optimization of the use of resources offered by different technologies (e.g. 2G (GSM), 3G (UMTS) and 4G (LTE)) that operate within the same area and belong to one operator [14]–[16]. Currently, the overflow mechanism is also being considered as one of the methods for load equalization in self-organizing, self-optimizing and self-configuring networks [17]–[19]. The overflow mechanism has also found its application in smaller structures, such as switching networks, because an introduction of overflow links in the switches of the first stage leads to a significant decrease in the level of the internal blocking in a switching network [20]–[23].

The first mathematical overflow models for single-service networks are proposed in such classic, from today’s perspective, works as for example, [1], [24]–[31]. The biggest practical importance for traffic engineering of network systems have the following works: [1], [25], [30]. In [1], [25], the Equivalent Random Traffic (ERT) method is developed, while in [30] a method, called Fredricks-Hayward’s method (FH) is proposed that significantly simplifies the approach adopted in the ERT. Both methods are based on the two first moments of overflow traffic, the average value of traffic intensity and its variance (the so-called Riordan’s formulas), determined on the basis of a two-dimensional Markov process in a system in which SR have infinite capacity [32]. In the ERT method, overflow traffic moments provide the basis for a determination and definition of equivalent resources (ER), i.e. single, fictitious PR such that traffic that overflows from them is identical with traffic that overflows from a number of real PR. On the basis of the ER it is then possible to determine the blocking probability for calls in an overflow system, and in SR in particular. In the method [30], in turn, Riordan’s formulas provide a basis for a determination of the peakedness factor of the total traffic offered to SR, and in consequence the blocking probability in SR. The blocking probability can be determined on the basis of a modification to Erlang’s formula (the so-called Hayward’s formula), in which overflow traffic and the capacity of SR are divided by the peakedness factor.

From among a number of other single-service models of overflow systems, the following works are notable [26], [33], [34], in which an approximation of an overflow call stream by a Pascal stream is proposed. Then, in [3], [35], [36] overflow systems with queues are analyzed. In [3], [37], overflow traffic is described on the basis of the two and the three first moments of the IPP process (Interrupted Poisson Process) [38]. The problem of a development of analytical models of systems with traffic overflow to which Engset traffic streams (from a finite number of traffic sources) are offered, are discussed in [28], [29], [39], among others.

Works on multiservice traffic overflow were initiated...
in the 1990s by a commercial implementation of the first multiservice telecommunications network – Integrated Services Digital Network (ISDN) [40]. These works, assisted by ever-growing new network technologies and standards, have been carried out ever since until now. [41], [42] propose a methodology to model multiservice overflow systems on the basis of the approach proposed in [30] for single-service systems. In the case of multiservice systems, PRs are modelled on the basis of a multiservice model of Full Availability Group (FAG), in which the occupancy distribution can be determined on the basis of a simple recurrent formula [43], [44] for Erlang traffic streams, and on the basis of [45], [46] for Engset, Erlang and Pascal traffic streams. Secondary resources (SR), in turn, are modelled on the basis of a modification of the FAG in which offered overflow traffic is divided by appropriate (corresponding) peakedness factors.

The model [41], [42] has provided a basis for a construction of a large number of advanced models of overflow systems. For example, in [47], [48], limited availability of secondary resources is taken into consideration, while in [49], systems with multiservice Engset traffic streams, generated by a finite number of traffic sources, are considered. A possibility to service elastic traffic is taken into consideration in [47], [50], while in [51] a model of an overflow system with adaptive traffic is developed.

Other notable multiservice models of overflow systems include, for example, [52], [53] which propose concepts for modelling traffic offered to SR on the basis of processes of the type: Markov-Modulated Poisson Process (MMPP). Then, in [54], [55], to describe such traffic the Batched Poisson Process (BPP) is used. [56], [57] propose SR models with offered overflow traffic with a required value of the peakedness factor. In [13], [58], [59], overflow systems are considered in which PR and SR have different service parameters (service time, bitrate). In [60], to describe overflow systems, a two-dimensional convolution algorithm is used, while in [61], an overflow system is approximated by an EIG model (Erlang Ideal Grading) [62]. Multiservice switching networks with overflow links are analyzed in [22], [23], [63].

The present article shows a number of different possibilities of modelling multiservice overflow systems on the basis of the methodology proposed in [41], [42]. Multiservice PR and SR models are presented as well as a method for a determination of the parameters of overflow traffic. The article presents different ways for modelling systems with distributed resources, elastic traffic and adaptive traffic. The article also shows a possibility of modelling multiservice PR and SR with non-full-availability. Until now, such systems have not been analyzed in the literature.

The article has been structured as follows. Section 2 presents briefly the ERT and the FH methods elaborated for modelling single-service overflow systems. Section 3 provides a description of multiservice traffic. In Sect. 4, the most general multiservice PR model, a method for a determination of the parameters of overflow traffic and the most general SR model are presented. Section 5 presents a number of the most representative multiservice models with traffic overflow. Section 6 compares the results of the analytical modelling with the results of the simulations for a number of selected structures of overflow systems. Section 7 concludes the article.

2. Traffic Overflow in Single-Service Systems

2.1 Parameters of Traffic Overflow

If Erlang traffic with the intensity $A$ Erl. is offered to PR with the capacity of $V$ Allocation Units (AUs), then traffic that overflows from such resources (overflow traffic) will be described by the so-called Riqdon’s formulas [1]:

$$ R = A[E_V(A)] = A \left( \frac{V}{V!} \sum_{i=0}^{V} \frac{A^i}{i!} \right) $$  \hspace{1cm} (1)

$$ \sigma^2 = R \left( \frac{A}{V + R + 1 - A} + 1 - R \right) $$  \hspace{1cm} (2)

where $R$ is the average value of overflow traffic, whereas $\sigma^2$ is the variance of overflow traffic. The symbol $E_V(A)$ defines the blocking probability in the Erlang model. In classic single-service systems, the notion of AU corresponds to and defines those resources that can service one single call, i.e. a link or a channel.

2.2 Equivalent Resources – ERT Method

If SR with the capacity $V$ AUs is offered non-Erlang traffic, characterized by the parameters $R$, $\sigma^2$, then a certain amount of equivalent resources are defined (ER). ER have the capacity $\Delta V^*$, while traffic offered to these resources is Erlang traffic with the intensity $A^*$ Erl. The parameters $A^*$, $\Delta V^*$ are chosen in such a way as to describe traffic that overflows from the ER by the parameters $R$, $\sigma^2$. Figure 1 shows, in a schematic way, the concept of the ER. The parameters $A^*$, $\Delta V^*$ can be determined on the basis of Equations (1) and (2) for known values of the parameters $R$, $\sigma^2$ [1], [64]. Having determined the values of the parameters $A^*$, $\Delta V^*$, it is possible to determine the blocking probability $E$ in SR on the basis of the Erlang model for a group with the capacity $(V + \Delta V^*)$ to which traffic with the intensity $A^*$ Erl is offered.
2.3 Hayward’s Concept

If SR with the capacity $V$ AUs is offered non-Erlang traffic, characterized by the parameters $R$, $\sigma^2$, then the blocking probability $E$ can be determined on the basis of a modified Erlang’s formula (called Hayward’s formula) [30]:

$$E = E_{V+\Delta V'}(A') = \frac{(A')^{V+\Delta V'}}{(V + \Delta V')!} \sum_{i=0}^{V+\Delta V'} \frac{(A')^i}{i!}$$

where $Z$ is the peakedness factor of offered traffic:

$$Z = \sigma^2 / R$$

It should be stressed that both the ER model and the Hayward’s concept are approximate models, though their accuracy is comparable with each other and still very high [33].

3. Traffic Overflow in Multiservice Systems

3.1 Multiservice Traffic

Modern networks are packet networks that service a number of call classes. In traffic theory, the assumption is that call streams for a large number of services can be approximated by Poisson streams [67], [68]. A call of class $i$ is assigned a certain constant bitrate $c_i$, expressed in kbps and determined on the basis of the maximum bitrate or other methods known from the literature, such as [69]–[72]. The assumption in the article is that call streams are Poisson streams that can be described as follows:

- $M$ – the number of traffic classes offered to the system,
- $\lambda_i$ – intensity of a call stream of class $i$ ($0 < i \leq M$),
- $\mu_i$ – the average service intensity of a call of class $i$,
- $c_i$ – constant bitrate of a call of class $i$,
- $A_i$ – traffic intensity of traffic of class $i$ offered to the system:

$$A_i = \lambda_i / \mu_i$$

In multiservice systems it is possible to determine the value of the allocation unit (AU) on the basis of the bitrates $c_i$. The maximum value of AU can be determined as the GCD (Greatest Common Divisor) of all the bitrates of individual classes [73]:

$$c_{AU} = \text{GCD}(c_1, c_2, \ldots, c_M)$$

A choice of the allocation unit (AU) allows the so-called discretization of a multiservice system to be made, i.e. the expression of the demands of individual call classes as well as the capacity of the system in AUs:

$$t_i = [c_i/c_{AU}], \ V = [C/c_{AU}]$$

where $C$ is the bitrate of the resources of a system under consideration, and is expressed in kbps. Observe that after a discretization of a system, demands of particular call classes are dimensionless and are the multiples of AU. A further assumption is that the values of demands for individual classes are known.

3.2 General Scheme of Multiservice Traffic Overflow

Figure 2 shows a scheme of multiservice traffic overflow. The system of primary resources is composed of $r$ PRs. Each PR is offered a mixture of $M$ Erlang traffic classes. Traffic that cannot be serviced by PR overflows to SR. The notation in Fig. 2 is the following:

- $M$ – the number of traffic classes offered to each PR,
- $A_{ij}$ – intensity of traffic of class $i$ offered to PR $j$ ($0 < j \leq r$),
- $t_i$ – the number of AUs demanded by a call of class $i$,
- $V_j$ – capacity of PR $j$,
- $R_{ij} = \nu_{ij}$ – intensity of traffic of class $i$ that overflows from PR $j$,
- $\sigma^2_{ij}$ – variance of traffic of class $i$ that overflows from PR $j$,
- $V_0$ – capacity of SR.

In Fig. 2, all the possibilities of potential distribution of PR/SR are marked with dotted line. The problem of resource distribution will be addressed more thoroughly in Sect. 4.

4. Assumptions for Overflow System Modeling

4.1 Recurrence Resource Models

The assumption in the article is that PR will be modelled by multiservice FAG models [43]–[46], [54]–[56], [66], [74]–[80] in which the occupancy distribution in a non-state-dependent system is determined in a recurrent way. In the case of modelling of distributed PR, the LAG (Limited Availability Group) model is used [79], [81], [82]. This model also uses a recurrence form of a state-dependent multiservice system.

Another assumption in the article is that SR will be modelled, in line with Hayward’s concept, on the basis of modified FAG/LAG models [41] in which the intensities $R_{ij}$ of overflow traffic in individual classes are divided by the peakedness factors that correspond to these streams $Z_{ij}$:
Z_{i,j} = \sigma_{i,j}^2 / R_{i,j} \quad (9)

whereas the capacity \( V_0 \) for SR is divided by the so-called aggregate peakedness factor \( Z_0 \) [41]:

\[
Z_0 = \sum_{j=1}^{r} \sum_{i=1}^{M} \frac{R_{i,j} \sigma_{i,j}^2}{\sum_{k=1}^{m} \sum_{l=1}^{n} R_{k,l} \sigma_{k,l}^2} \quad (10)
\]

The aggregate peakedness factor is then determined on the basis of the weighted average of the peakedness factors of corresponding appropriate traffic classes that overflow from individual PR. The assumption is that the weight of each factor \( Z_{i,j} \) is directly proportional to the number of AUs that is necessary for the complete service of overflow traffic \( R_{i,j} \).

In its general form, the occupancy distribution in a multiservice system can be written in the following way:

\[
\begin{aligned}
&\{P(n)\}_v = RF_X \left\{ \frac{[P(n-t_i)]_v}{n} \right\} \quad \text{for } 0 \leq n \leq v \\
&\{P(n)\}_v = 0 \quad \text{for } v < n < 0 \\
&\sum_{n=0}^{\infty} \{P(n)\}_v = 1
\end{aligned} \quad (11)
\]

where \( \{P(n)\}_v \) is the occupancy probability of \( n \) AUs in the resources with the capacity \( v \) AUs. The symbol \( RF_X(n) \) (Recurrence Function) depends on the structure of given resources and the implemented traffic management mechanisms. The parameter \( X = \{ PR, SR \} \) defines the type of resources under consideration.

Once the distribution \( \{P(n)\}_v \) has been determined it is possible to determine the blocking probability for calls of individual classes in particular PRs/SRs:

\[
\left[ E_{i,j} \right]_v = \sum_{n=v-t_i+1}^{\infty} \{P(n)\}_v \quad (12)
\]

where \( v = V_j \) for PR and \( v = V_0 / Z_0 \) for SR.

An appropriate explicit form of the function \( RF_X(n) \) will be given in the section devoted to the discussion on appropriate types of overflow systems.

4.2 Modelling of the Parameters of Overflow Traffic

The distribution (11) allows us to determine the blocking probability (12), and in consequence the average value of the intensity of traffic of class \( i \) that overflows from \( j \)-th PR:

\[
R_{i,j} = A_{i,j} \left[ E_{i,j} \right]_V \quad (13)
\]

Until now, no accurate method for a calculation of the variance \( \sigma_{i,j}^2 \) of overflow traffic of class \( i \) that overflows from the \( j \)-th PR has been developed. In this article we present two approximate methods for a determination of the parameter \( \sigma_{i,j}^2 \). Both methods involve a decomposition of the multiservice PR that services \( M \) traffic classes into \( M \) fictitious single-service PRs with the capacity \( V_{i,j}^* \). The knowledge of the parameters \( A_{i,j} \) and \( V_{i,j}^* \) makes it possible to use Formula (2) to determine the variance:

\[
\sigma_{i,j}^2 = R_{i,j} \left\{ \frac{A_{i,j}}{V_{i,j}^* / t_i + R_{i,j} + 1 - A_{i,j}} + 1 - R_{i,j} \right\} \quad (14)
\]

where the quotient \( V_{i,j}^* / t_i + R_{i,j} + 1 - A_{i,j} \) normalizes the system to a single-service model.

In the method [42], the capacities of fictitious resources \( V_{i,j}^* \) are determined in relation to the criterion of blocking probability matching, i.e. on the basis of the Erlang model, with the additional assumption that the blocking probability in PR and in fictitious resources is identical:

\[
\left[ E_{i,j} \right]_{V_j} = E_{V_j} \left( A_{i,j} \right) \quad (15)
\]

In the method [41], the capacity \( V_{i,j}^* \) of fictitious resources is determined with respect to the criterion of carried traffic matching and is defined as the average part of the capacity \( V_j \) that is not occupied by calls of those classes that are different from a given class \( i \):

\[
V_{i,j}^* = \frac{1}{t_i} \left[ V_j - \sum_{k=1}^{M} Y_{k,j} t_k \right] \quad (16)
\]

where \( Y_{k,j} \) is the average value of the intensity of traffic of class \( k \) carried in the \( j \)-th PR:

\[
Y_{k,j} = A_{k,j} \left( 1 - \left[ E_{k,j} \right]_{V_j} \right) \quad (17)
\]

The accuracy of the above methods depends on a given system under scrutiny and on the load area. However, on the basis of the authors’ own experience gained during numerous relevant studies, Authors are in position to claim that in general both methods offer the same accuracy.

4.3 Sequence of Calculations

Successive steps in modeling a multiservice overflow system of which the general scheme in presented in Fig. 2 can be summarized as follows:

1. Determination, on the basis of (11) and (12), of the occupancy distribution and the blocking probability in PR.
2. Determination, on the basis of (13), (14), (9) and (10), of the parameters of traffic that overflows from PR, i.e. the parameters \( R_{i,j}, \sigma_{i,j}^2, Z_{i,j}, Z_0 \).
3. Determination, on the basis of (11) and (12), of the occupancy distribution and the blocking probability in SR.

5. Overview System Models

5.1 Model of a System with Streaming Traffic

In streaming traffic, the bitrate of a call and its service time are independent of the current load of a network. In such a case, the occupancy distribution of PR comes down to the distribution [43], [44], which means that it will be determined by the distribution (11), in which \( v = V_j \), whereas the function \( RF_{PR}(n) \) takes on the following form:

\[
RF_{PR}(n) = \frac{1}{n} \sum_{i=1}^{M} A_{i,j} t_i \{P(n - t_i)\}_{V_j} \quad (18)
\]
The occupancy distribution in SR comes down to the distribution [41] and can be expressed by Formula (11), in which \( v = V_0/Z_0 \), whereas the function \( RF_{SR}(n) \) takes on the following form:

\[
RF_{SR}(n) = \frac{1}{n} \sum_{i=1}^{M} \sum_{j=1}^{r} \frac{R_{i,j}}{Z_{i,j}} t_i [P(n-t_i)] V_{0}/Z_0 \quad (19)
\]

5.2 Model of a System with Elastic Traffic

Modern multiservice networks with differentiated QoS parameters, including the Internet, are packet networks in which calls (packet streams) are influenced by different traffic shaping mechanisms. Elastic traffic [83] is related to the thresholdless compression mechanism that is related primarily to non-real time services in those networks that employ Transmission Control Protocol (TCP protocol). This mechanism works in the following way. In states with high resource loads, the absence of free AUs to service a new call leads to a compression of all calls that are currently being serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced. This compression is based on an increase in service time and a concurrent decrease in the number of admitted serviced.
a call is \( t_{i,k} \). Another assumption is that the thresholds in PR are arranged in such a way [89] that the blocking phenomenon occurs exclusively in the oldest LA: \( T_{i,k} < n \leq V_j \). Then, (12) can be written as follows:

\[
[E_{i,j}]_{V_j} = \sum_{n=V_j}^{V_j+1} P(n)V_j
\]  

(24)

The occupancy distribution in SR comes down in its essence to the distribution [51] and can be expressed by Formula (11), in which \( v = V_0/Z_0 \), whereas Function \( RF_{SR}(n) \) takes on the following form:

\[
RF_{SR}(n) = \frac{1}{n} \sum_{i=1}^{M} \sum_{j=1}^{r} \sum_{k=0}^{s} \frac{R_{i,j}}{Z_{i,j}} \delta_{i,k}(n-t_{i,k}) [P(n-t_{i,k})]_{V_0/Z_0}
\]  

(25)

where:

\[
\delta_{i,k}(n) = \begin{cases} 1 & \text{for } \frac{T_{i,k}}{Z_0} < n \leq \frac{T_{i,k+1}}{Z_0} \\ 0 & \text{otherwise} \end{cases}
\]  

(26)

5.4 Model of a System with Distributed Resources

The basis for modelling of systems with distributed resources is provided by Limited Availability Group (LAG) [79], [81], [82]. LAG is a set of separated component resources to which multiservice traffic is offered. The notion of “resource separation” is related to the way calls are serviced in the LAG. A call of class \( i \) can be serviced, when the LAG has at least \( t_i \) free (unoccupied) AUs in one component resource. This means that a call cannot be “divided” between AUs of a number of component resources. The assumption is that the LAG services streaming traffic and that it is composed of \( s \) identical component resources, each with the capacity \( f \) AUs. This group can model a group of, for example, \( s \) cells of a mobile network [48] or an output group of a switching network [22], [23].

The occupancy distribution in the \( j \)-th PR with distributed resources can be approximated by the distribution (11) dla \( v = V_j = s_j f_j \), while Function \( RF_{PR_j}(n) \) takes on the following form [81]:

\[
RF_{PR_j}(n) = \frac{1}{n} \sum_{i=1}^{M} \sum_{j=1}^{r} \sum_{k=0}^{s} \frac{R_{i,j}}{Z_{i,j}} \xi_{i,j}(n-t_i) [P(n-t_i)]_{V_j}
\]  

(27)

where \( \xi_{i,j} \) is the conditional transition probability for a stream of class \( i \) that can be determined combinatorially:

\[
\xi_{i,j}(n) = \frac{F(V_j - n, s_j, f_j) - F(V_j - n, s_j, t_i - 1)}{F(V_j - n, s_j, f_j)}
\]  

(28)

Function \( F(x, s, f) \) w (28) is the number of the arrangements of \( x \) free AUs in \( s \) separated component resources, each of which with the capacity equal to \( f \):

\[
F(x, s, f) = \frac{1}{s!} \sum_{k=0}^{s-1} (-1)^k \binom{s}{k} \binom{x+s-k(f+1)-1}{s-1}
\]  

(29)

The parameter \( \xi_{i,j} \) expresses the number of favorable arrangements (the numerator in Formula (28) to all possible arrangements (the denominator in Formula (28)) of free AUs in the \( j \)-th PR. The notion of favorable arrangements is understood to mean such arrangements of free AUs in \( s_j \) separated component resources that at least one of these resources can service a call of class \( i \) that requires \( t_i \) AUs to set up a connection. The blocking probability in distributed PR is determined by Formula:

\[
[E_{i,j}]_{V_j} = \sum_{n=0}^{V_j} \left[ 1 - \xi_{i,j}(n) \right] [P(n)]_{V_j}
\]  

(30)

The occupancy distribution in SR with distributed resources comes down to the distribution [41] and can be expressed by Formula (11), in which \( v = V_0/Z_0 \), while Function \( RF_{SR}(n) \) takes on in the considered case the following form [47], [48]:

\[
RF_{SR}(n) = \frac{1}{n} \sum_{i=1}^{M} \sum_{j=1}^{r} \sum_{k=0}^{s} \frac{R_{i,j}}{Z_{i,j}} \xi_{i,0}(n-t_i) [P(n-t_i)]_{V_0/Z_0}
\]  

(31)

where:

\[
\xi_{i,0}(n) = \frac{F(V_0 - n, s_0, f_0/Z_0) - F(V_0 - n, s_0, t_i - 1)}{F(V_0/Z_0 - n, s_0, f_0/Z_0)}
\]  

(32)

The PR and SR models presented above refer to streaming traffic. These models can be generalized to include elastic and adaptive traffic, e.g. [47] describes a model with elastic traffic in which SRs are distributed.

5.5 Model of a Non-Full-Availability System

A large number of network systems are non-full-availability systems in which new calls that arrive at a given input have access only to a certain part \( d \) of resources, lower than the total capacity of the resources \( V \). If a new call of class \( i \) arrives at the input to the system and \( d \) resources, available to this input, cannot service a given call (i.e. do not have \( t_i \) free AUs), then this call is lost despite the fact that the system has \( t_i \) AUs that could service this call. The basis for modelling multiservice non-full-availability systems is provided by the EIG ( Erlangs Ideal Grading) [90]. The first multiservice model of the EIG with identical value of the availability parameter for all classes of calls is proposed in [91]. In [62], [92] an EIG model with variable value of the availability parameter is proposed.

The inputs of the EIG that have access to the same resources are called a load group. A multiservice EIG has the following properties:

1. the number of load groups is equal to the number of possible choices of \( d \) AUs from among all \( V \) AUs (two load groups differ from each other by at least one AUs),
2. each load group has access to the same number of \( d \)
where such a case takes on the following form \[62\]:

\[
\text{RF}_{PR}(n) = \frac{1}{n} \sum_{i=1}^{M} A_{i,n} t_i \left[ 1 - \gamma_{i,n}(n-t_i) \right] \left[ P(n-t_i) \right] V_j
\]

(33)

where \( \gamma_{i,j} \) is the conditional blocking probability for calls of class \( i \) in the occupancy state \( n \) AUs in the EIG:

\[
\gamma_{i,j}(n) = \sum_{\substack{x=d_{i,j} \rightarrow t_i+1}}^{n} \left( \frac{d_{i,j}}{x} \right) \left[ \left( \frac{V_{i,j} - d_{i,j}}{n-x} \right) \left( \frac{V_{i,j}}{n} \right) \right]
\]

(34)

The upper limit of the summation in (34) depends on \( n \):

\[
\Psi = \begin{cases} 
  n & \text{if } (d_{i,j} - t_i + 1) \leq n \leq d_{i,j} \\
  d_{i,j} & \text{if } n > d_{i,j}
\end{cases}
\]

(35)

Having determined the conditional probabilities \( \gamma_{i,j} \), we can determine the blocking probability for calls of class \( i \) in the EIG:

\[
\left[ E_{i,j} \right] = \sum_{n=d_{i,j} \rightarrow t_i+1}^{V_j} \gamma_{i,j}(n) \left[ P(n) \right] V_j
\]

(36)

The occupancy distribution in PR with non-full-availability resources, approximated by the EIG model, can be expressed by Formula (11), in which \( v = V_j \), whereas Function RF_{SR}(n) takes on in the considered case the following form:

\[
\text{RF}_{SR}(n) = \frac{1}{n} \sum_{i=1}^{M} \sum_{j=1}^{r} R_{i,j} \left[ 1 - \gamma_{i,0}(n-t_i) \right] \left[ P(n-t_i) \right] V_j
\]

(37)

where:

\[
\gamma_{i,0}(n) = \sum_{x=d_{i,0} \rightarrow t_i+1}^{n} \left( \frac{d_{i,0}}{x} \right) \left[ \left( \frac{V_{i,0} - d_{i,0}}{n-x} \right) \left( \frac{V_{i,0}}{n} \right) \right]
\]

(38)

The non-full-availability PR and SR models presented above refer to streaming traffic. These models can be easily generalized to include elastic and adaptive traffic.

5.6 Model of an Overflow System with BPP Traffic

Multiservice traffic of the type BPP (Bernoulli, Pascal, Poisson) is a mixture of Engset (Bernoulli call stream), Erlang (Poisson call stream) and Pascal traffic (Pascal call stream). Note that BPP traffic includes all “Markovian” dependencies in traffic intensity on a given state of resources. In the case of Erlang traffic, offered traffic \( \lambda_{i,Er} \) is independent of the occupancy state \( n \):

\[
\lambda_{i,Er}(n) = \lambda_{i,Er} \text{ for } i \in M_{Er}
\]

(39)

In the case of Engset traffic, traffic intensity \( \lambda_{i,En} \) decreases, while for Pascal traffic \( \lambda_{i,Pa} \) increases along with the increase in \( n \):

\[
\lambda_{i,En}(n) = \alpha_{i,En} \left[ S_{i,En} - N_{i,En} \right] \text{ for } i \in M_{En}
\]

(40)

\[
\lambda_{i,Pa}(n) = \alpha_{i,Pa} \left[ S_{i,Pa} + N_{i,Pa} \right] \text{ for } i \in M_{Pa}
\]

(41)

\( s_{i,X} (X \in \{En,Pa\}) \) is the number of traffic sources of class \( i \) type \( X \), \( \alpha_{i,X} \) is the average traffic intensity from one free source of class \( i \) type \( X \), \( N_{i,X} \) is the number of calls of class \( i \) type \( X \), that are serviced in state \( n \), whereas \( M_{X} \) is the set of all traffic classes of type \( X \).

The occupancy distribution in PR with BPP traffic can come down to the distribution \[62\], i.e. will be determined by the distribution (11), in which \( v = V_j \), whereas Function RF_{PR}(n) will take on the following form:

\[
\text{RF}_{PR}(n) = \frac{1}{n} \left\{ \sum_{i \in M_{Er}} A_{i,n} t_i \left[ P(n-t_i,Er) \right] V_j + \sum_{i \in M_{En}} \alpha_{i,En} \left[ S_{i,En} - N_{i,En} \right] t_i \left[ P(n-t_i,En) \right] V_j + \sum_{i \in M_{Pa}} \alpha_{i,Pa} \left[ S_{i,Pa} + N_{i,Pa} \right] t_i \left[ P(n-t_i,Pa) \right] V_j \right\}
\]

(42)

where \( y_{i,X}(n) \) is the average value of the number of serviced calls of class \( i \), type \( X \):

\[
y_{i,X}(n) = \frac{\alpha_{i,X} t_i \left[ S_{i,X} + y_{i,X}(n-t_i,X) \right] t_i \left[ P(n-t_i,X) \right] V_j}{V_j}
\]

(43)

The occupancy distribution in SR with BPP traffic can come down to the distribution \[62\], i.e. will be determined by the distribution (11), in which \( v = V_j \), whereas Function RF_{SR}(n) will take on the following form:

\[
\text{RF}_{SR}(n) = \frac{1}{n} \left\{ \sum_{i \in M_{Er}} \sum_{j=1}^{r} R_{i,j,Er} \left[ V_j \right] \left[ P(n-t_i,Er) \right] V_j + \sum_{i \in M_{En}} \sum_{j=1}^{r} \frac{R_{i,j,En}}{Z_0} \left[ V_j \right] \left[ P(n-t_i,En) \right] V_j + \sum_{i \in M_{Pa}} \sum_{j=1}^{r} \frac{R_{i,j,Pa}}{Z_0} \left[ V_j \right] \left[ P(n-t_i,Pa) \right] V_j \right\}
\]

(44)

In the case of Engset and Pascal traffic, a decomposition
of the PR, e.g. by the method [42], requires an appropriate formula to determine fictitious capacities \( V_{i,j,X}^* \) to be applied. For this purpose, Formula (15) is used for Erlang traffic, whereas for Engset and Pascal traffic, Engset and Pascal formula, respectively [33]:

\[
\begin{align*}
\left[ E_{i,j,En} \right]_{V_j} &= \frac{\left( \sum_{n=0}^{V_{i,j,En}} \frac{S_{i,j,En}}{n} \right) \left( \alpha_{i,j,En} \right)^n}{V_{i,j,En}} V_{i,j,En}^* \quad (45) \\
\left[ E_{i,j,Pa} \right]_{V_j} &= \frac{\left( \sum_{n=0}^{\alpha_{i,j,Pa}} \frac{S_{i,j,Pa}}{n} \right) \left( \alpha_{i,j,Pa} \right)^n}{\alpha_{i,j,Pa}} V_{i,j,Pa}^* \quad (46)
\end{align*}
\]

Since Riordan’s formulas (13) and (14) allow us to determine the variance of overflow traffic with the assumption that offered traffic is Erlang traffic, then it is necessary to convert the variance of overflow traffic with the assumption that overflow traffic is Erlang traffic, then it is necessary to convert Engset and Pascal traffic \( A_{i,j,X} \) into equivalent Erlang traffic \( A_{i,j,X}^* \) that overflows from the equivalent resources with the capacity \( \Delta V_{i,j,X}^* \). To achieve that, the concept of equivalent resources (Sect. 2.2) is used. The average value and the variance for Engset and Pascal traffic are equal [33]:

\[
\begin{align*}
A_{i,j,En} &= S_{i,j,En} \frac{\alpha_{i,j,En}}{1 + \alpha_{i,j,En}} \quad (47) \\
\sigma^2(A_{i,j,En}) &= S_{i,j,En} \frac{\alpha_{i,j,En}}{\left( 1 + \alpha_{i,j,En} \right)^2} \quad (48) \\
A_{i,j,Pa} &= S_{i,j,Pa} \frac{\alpha_{i,j,Pa}}{1 - \alpha_{i,j,Pa}} \quad (49) \\
\sigma^2(A_{i,j,Pa}) &= S_{i,j,Pa} \frac{\alpha_{i,j,Pa}}{\left( 1 - \alpha_{i,j,Pa} \right)^2} \quad (50)
\end{align*}
\]

For the parameters \( A_{i,j,X} \), \( \sigma^2(A_{i,j,X}) \), it is now possible to determine, on the basis of Eqs. (1) and (2), the parameters of the equivalent resources \( A_{i,j,X}^* \), \( \Delta V_{i,j,X}^* \). Now, traffic with the intensity \( A_{i,j,X}^* \) is offered to PR with the capacity \( V_{i,j,X}^* + \Delta V_{i,j,X}^* \). Thus defined PR allows us to determine the parameters for traffic that overflows to SR, i.e., the average value \( R_{i,j,X} \) and the variance \( \sigma_{i,j,X}^2 \). It should be noted that for Engset traffic with the capacity \( \Delta V_{i,j,X}^* \) it takes on negative values. Therefore, to determine offered traffic \( A_{i,j,X}^* \) in (1) the integral form of Erlang’s formula [28] is used.\[965\]

5.7 Commentary

This article aims at a presentation of the possibilities offered by Hayward’s concept [30] to model multiservice overflow systems in present-day network systems. The authors of the article believe that Hayward’s concept is universal, versatile and promising for modelling modern multiservice overflow systems. In Sect. 5.1, the most general model with streaming traffic [41], [42] is discussed, where the parameters of calls, both in PR and SR are fixed (do not change). In Sect. 5.2, an overflow model with elastic traffic compressed thresholdly [50] is discussed, whereas in Sect. 5.3 a model with adaptive traffic with threshold compression is presented [51]. In Sects. 5.4 and 5.5, models of multiservice overflow systems are presented in which the occupancy distributions are state-dependent, i.e. a model with distributed resources [47], [48] and a model in which PR and SR can be of non-full-availability nature. In Sect. 5.6, a model of an overflow system with BPP traffic [51] is described. The propositions of the model with non-full-availability resources is published for the first time and has not been verified in simulations yet.

The proposed models show that the Hayward’s concept can be used to model overflow in all possible traffic configurations and all traffic shaping mechanisms in PR and SR used in modern network systems. In the near future, the authors intend to solve, on the basis of the Hayward’s approach, the problem of overflow in systems with queues in PR and SR as well as the problem of concurrent overflow of a mixture streaming, elastic and adaptive traffic. Since the proposed models are approximate models, the question arises as to the accuracy the models can offer. In the following section the results of a comparison of analytical modelling with simulation modelling for a number of selected overflow systems will be presented. These results show high accuracy of the proposed models that is comparable with the accuracy offered by other multiservice models [89]. Therefore, these models can be successfully used in practice to model and optimize network systems.

6. Numerical Results

This section presents results provided by a comparison of the analytical calculations for a number of selected overflow systems with those obtained in the simulation experiments. The results, presented in Figs. 3, 4 and 5 are limited to the systems presented in Sects. 5.1, 5.2 and 5.4, respectively. The parameters of the systems under investigation are listed in Tables 1, 2 and 3, respectively. The aim of this section is to provide a general presentation of the accuracy of methods based of Fredericks-Hayward’s methodology, elaborated for modeling multiservice systems with traffic overflows. The detailed evaluation of the accuracy of the presented methods, also for other systems, can be found in the authors’ publications cited in particular sections of this article. All simulation experiments were carried out for 5 series, 100000000 calls each. The results of the simulation are marked with appropriate symbols with the 95% confidence intervals.

The results of the study clearly show that the accuracy of the method does not depend on the capacity of both PR and SR. In the same way, any differentiation in demands of individual classes (the \( t \) parameter) does not influence the accuracy of the proposed method. The results presented in this article as well as numerous other results published in the literature provide ample evidence as to state that the use of Fredericks-Hayward’s concept provides high accuracy in calculations for systems with overflow traffic.

The biggest influence on the accuracy of the models
has the expression $Z_0/V_0$ that usually takes on non-integer values. When this is the case, Authors take advantage of the simplest linear interpolation that provides sufficient accuracy in engineering applications and practice. A method for a determination of the capacity of fictitious resources (with regard to the criterion of the adjustment of the blocking prob-

### Table 1

<table>
<thead>
<tr>
<th>$j$</th>
<th>$V_j$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$V_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>140</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>1</td>
<td>5</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>1</td>
<td>5</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>$j$</th>
<th>$V_j$</th>
<th>$V^m_j$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$V_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40</td>
<td>40</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>50</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>primary</th>
<th>secondary</th>
<th>offered traffic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j$</td>
<td>$V_j$</td>
<td>$t_1$</td>
</tr>
<tr>
<td>1</td>
<td>40</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>$j$</th>
<th>$V_j$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$V_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40</td>
<td>40</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>50</td>
</tr>
</tbody>
</table>
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